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1 Keynote and plenary talks



Keynote and plenary talks

Three Forward PDE Problems with Urgent Need of Data Assimilation
Speaker: Peter Markowich, King Abdullah University of Science and Technology, Saudi Arabia

Scheduled: Monday, May 25 9:00 9:50 in F33-JUHLASALI

Details: Special keynote address

Abstract: | discuss three very dierent forward PDE problems which need data assimila-
tion/inverse approaches to make them potentially useful in practical applications. The
rst problem is a reaction-di usion system for biological transportation network for-
mation and adaptation, the second is a highly nonstandard parabolic free boundary
problem describing price formation in economic markets and the third problem is the
incompressible Navier Stokes Forchheimer Brinkmann system for ow in porous me-
dia.

Computational methods for sparsity promoting in Inverse problems
Speaker: Xiaoqun Zhang, Shanghai Jiao Tong University, China

Scheduled: Monday, May 25 9:50 10:40 in F33-JUHLASALI

Details: Plenary talk

Abstract: Sparse promoting regularization and related computational methods has been one of
the dominant topics in inverse problems over the last years. In this talk, | will present
several popular models and numerical schemes for promoting sparsity in the context
of signal and image processing, from both convex and nonconvex prospective. In par-
ticular, operator and variable splitting techniques will be present to design e cient
algorithms for solving L1 based convex regularizations models. Numerical schemes
and theoretical analysis for nonconvex sparsity promoting models, such as LO regular-
ization, low rank matrix factorization and regularized nonlinear least square will be
discussed and illustrated through various imaging applications.



Keynote and plenary talks

Anisotropic Structures and Regularization
Speaker: Gitta Kutyniok, TU Berlin, Germany

Scheduled: Monday, May 25 11:10 12:00 in F33-JUHLASALI

Details: Plenary talk

Abstract: Many important problem classes are governed by anisotropic structures such as singu-
larities concentrated on lower dimensional embedded manifolds, for instance, edges in
images or shear layers in solutions of transport dominated equations. While the abil-
ity to reliably capture and sparsely represent anisotropic features for regularization of
inverse problems is obviously the more important the higher the number of spatial vari-
ables is, principal di culties arise already in two spatial dimensions. Since it was shown
that the well-known (isotropic) wavelet systems are not capable of e ciently approxi-
mating such anisotropic features, the need arose to introduce appropriate anisotropic
representation systems. Among various suggestions, shearlets are the most widely used
today. Main reasons for this are their optimal sparse approximation properties within
a model situation in combination with their uni ed treatment of the continuum and
digital realm, leading to faithful implementations.

In this talk, we will provide an introduction to the anisotropic representation sys-
tem of shearlets, in particular, compactly supported shearlets, and present the main
theoretical results. We will then analyze the e ectiveness of using shearlets for reg-
ularization of exemplary inverse problems such as feature extraction and recovery of
missing data both theoretically and numerically.

Spectral Estimates and Inverse Boundary Problems for Elliptic Operators
Speaker: Katya Krupchyk, University of California at Irvine, USA

Scheduled: Tuesday, May 26 9:00 9:50 in F33-JUHLASALI

Details: Plenary talk

Abstract: We shall discuss some recent progress concerning Lebesgue-space estimates for eigen-
functions and resolvents of elliptic partial di erential operators. Applications to inverse
boundary problems for elliptic operators with coe cients of low regularity as well as
to spectral theory for periodic Schrddinger operators will be presented.

This talk is based on joint works with Gunther Uhimann.



Keynote and plenary talks

Near-Field Imaging of Rough Surfaces (Calderén Prize Lecture)
Speaker: Peijun Li, Purdue University, USA

Scheduled: Tuesday, May 26 09:50 10:40 in F33-JUHLASALI

Details: Plenary talk

Abstract: TBA.

On adaptive Markov Chain Monte Carlo Methods
Speaker: Eero Saksman,University of Helsinki, Finland

Scheduled: Tuesday, May 26 11:10 12:00 in F33-JUHLASALI
Details: Plenary talk

Abstract: MCMC (Markov Chain Monte Carlo) methods are increasingly used in many areas of
science as a useful tool for simulation. Adaptive MCMC algorithms try to adapt the
parameters of the algorithm to enhance e ciency. They do this on v, i.e automatically
while running the algorithm. The talk gives a review of our theoretical understanding
of such algorithms, and further discusses some open problems.

Resonance and shape design/identi cation problem
Speaker: Takashi Kako, University of Electro-Communications, Chofu-Tokyo, Japan

Scheduled: Wednesday, May 27 9:00 9:50 in F33-JUHLASALI
Details: Plenary talk

Abstract: In several problems related to wave propagation, resonance phenomena are very im-
portant to characterize and to study the problems. In this lecture, we treat among
others the vocal tract shape design/identi cation problem in voice generation and
the structure-structure interaction problem through soil foundation via seismic elastic
wave. The mathematical formulation of these phenomena is based on scattering theory
and generalized eigen-functions and resonant poles related to frequency response func-
tion play essential roles in the investigation of the problems. Some numerical methods
are considered together with the optimization procedures to solve design problems.

10



Keynote and plenary talks

Vector tomography in cone beam and inhomogeneous geometries

Speaker: Thomas Schuster,University of Saarland, Germany
Scheduled: Wednesday, May 27 9:50 10:40 in F33-JUHLASALI

Details: Plenary talk

Abstract: Vector tomography is the inverse problem of computing a 2D or 3D vector eld given
integrals of the searched eld over geodesic curves. The most common setting is the
Doppler transform which are line integrals of the vector eld and thus is the analogue
to the X-ray transform for standard computerized tomography. Vector tomography has
a wide variety of applications in such dierent elds as medicine, industry, oceanog-
raphy, plasmaphysics, polarization tomography or electron microscopy. In the talk we
introduce to this challenging research eld and focus on the cone beam geometry for
3D vector elds as well the case of an inhomogeneous medium with a variable refrac-
tive index. We present an inversion formula for the cone beam case which has been
recently developed in a joint work with Alexander Katsevich and a humerical solution
approach to the very demanding and nonlinear problem of reconstructing the refractive
index from time-of- ight measurements. Our results are illustrated by some numerical
experiments.

Regularized partial and full cloaks of acoustic and electromagnetic waves
Speaker: Hongyu Liu, Hong Kong Baptist University, China

Scheduled: Wednesday, May 27 11:10 12:00 in F33-JUHLASALI

Details: Plenary talk

Abstract: This talk concerns the invisibility cloaking via the transformation-optics approach for
acoustic and electromagnetic waves. ldeal cloaks make use of singular metamaterials,
which poses server di culties for both theoretical analysis and practical realization.
Regularization is naturally introduced to avoid the singular structure, and instead of
the ideal cloak, one considers the approximate cloak. The speaker will talk about
several general regularized cloaking schemes, which can produce customized cloaking
e ects with full or limited apertures of detection and observation.

Inside-Outside Duality in Time-Harmonic Wave Scattering

Speaker: Armin Lechleiter, University of Bremen, Germany
Scheduled: Thursday, May 28 11:10 12:00 in F33-JUHLASALI

Details: Plenary talk

Abstract: In this talk, our recent progress on a class of inverse surface scattering problems will
be discussed. | will present new approaches to achieve subwavelength resolution for
these inverse problems. Based on transformed eld expansions, the methods convert
the problems with complex scattering surfaces into successive sequences of two-point
boundary value problems, where explicit reconstruction formulas are made possible.
The methods require only a single incident eld and are realized by using the fast
Fourier transform. The convergence and error estimates of the solutions for the model
equations will be addressed. | will also highlight some ongoing projects in rough and
random surface imaging.
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2 Minisymposia and contributed talks
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Minisymposia and contributed talks

M1-I: Computation of Interior Transmission Eigenvalues (Part 1)

Scheduled:

Organizers:

Description:

Talks 1.
details:

Parallel Session 4 Tuesday, May 26 16:00 18:00 in AUD XII

Armin Lechleiter, University of Bremen, Germany
Jiguang Sun,Michigan Technological University, USA

Interior transmission eigenvalues (ITEs) constituted a key issue for inverse scatter-
ing theory in the last years. In particular, since about 2007 it was understood that
information about such eigenvalues is highly interesting for material characterization
and non-destructive testing. This mini-symposium aims to highlight several methods to
compute ITEs of penetrable scatterers either from near- or far eld data or from a given
scattering scenario. The topics of the symposium include the numerical computation
of ITEs using algorithms from inside-outside duality, using nite-element methods or
tools based on complex analysis, as well as the related inverse transmission eigenvalue
problem.

A numerical method to compute transmission eigenvalues
Andreas Kleefeld, Technical University of Cottbus, Germany

Abstract. In this talk the numerical calculation of eigenvalues of the interior transmis-
sion problem arising in acoustic scattering for constant contrast in three dimensions is
considered. We present a new method based on complex-valued contour integrals and the
boundary integral equation method which is able to calculate highly accurate transmis-
sion eigenvalues for various obstacles. Furthermore, the algorithm is capable of nding
complex-valued eigenvalues and their multiplicity. Finally, highly accurate eigenvalues of
the interior Dirichlet problem are provided and might serve as test cases to check newly
derived Faber-Krahn type inequalities for larger transmission eigenvalues that are not yet
available.

The Inverse ITE Problem for Discontinuous Refractive Index
Drossos Gintides,National Technical University of Athens, Greece

Abstract. In this talk we will present results concerning the recovery of the index of
refraction for the interior transmission problem from a set of transmission eigenvalues.
We de ne the inverse spectral problem for a spherically symmetric medium with a re-
fractive index with a nite number of discontinuities. Then we present theoretical results
concerning conditions in order to have uniqueness of location of the discontinuities and
results for the corresponding inverse problem to reconstruct the refractive index. Next
we propose a Newton type computational method for the reconstruction of a discontinu-
ous refractive index in domains with smooth boundary from a nite number of real and
complex eigenvalues and show numerical results demonstrating the applicability of the
method.
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Minisymposia and contributed talks

3. The CPO Interior Penalty Discontinuous Galerkin Method for the Trans-
mission Eigenvalues
Xia Ji, Chinese Academy of Sciences, China

Abstract.  We concern the numerical computation of transmission eigenvalue problems.
For high order problems, discontinuous Galerkin methods are competitive since they avoid
some di culties arising from other approaches. We show the well-posedness of the source
problem. An interior penalty discontinuous Galerkin method using Lagrange elements
(COIPG) is proposed and its convergence is studied. The method is then used to compute
the transmission eigenvalues. We show that the method is spectrally correct and prove
the optimal convergence. Numerical examples are presented to validate the theory.

4. Boundary Integral Equations for the Transmission Eigenvalue Problem
for Maxwell's Equations
Fioralba Cakoni, University of Delaware, USA

Abstract. We consider the transmission eigenvalue problem for Maxwell's equations
corresponding to a non-magnetic inhomogeneity with contrast in the electric permittivity
that can possibly change sign inside its support. We formulate the transmission eigenvalue
problem as an equivalent homogeneous system of boundary integral equation and prove
that assuming the contrast is constant near the boundary of the inhomogeneity support,
the operator associated with this system is Fredholm of index zero and depends analyt-
ically on the wave number. From theoretical point of view this proves the discreteness
of transmission eigenvalues by showing the existence of at least one wave number that
is not a transmission eigenvalue, which up to now was an open problem for electromag-
netic inhomogeneities with changing sign contrast. From numerical point of view this
provides a framework to develop a boundary element method for computing transmission
eigenvalues. This is a joint work with H. Haddar and S. Meng.
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Minisymposia and contributed talks

M1-1I: Computation of Interior Transmission Eigenvalues (Part 2)

Scheduled:

Organizers:

Description:

Talks 1.
details:

3.

Parallel Session 7 Thursday, May 28 16:00 18:00 in AUD XII

Armin Lechleiter, University of Bremen, Germany
Jiguang Sun,Michigan Technological University, USA

Interior transmission eigenvalues (ITEs) constituted a key issue for inverse scatter-
ing theory in the last years. In particular, since about 2007 it was understood that
information about such eigenvalues is highly interesting for material characterization
and non-destructive testing. This mini-symposium aims to highlight several methods to
compute ITEs of penetrable scatterers either from near- or far eld data or from a given
scattering scenario. The topics of the symposium include the numerical computation
of ITEs using algorithms from inside-outside duality, using nite-element methods or
tools based on complex analysis, as well as the related inverse transmission eigenvalue
problem.

Computing Interior Eigenvalues from Far Field Data
Zixian Jiang, INRIA Saclay, France

Abstract. Interior eigenvalues of bounded scattering objects for various non-absorbing
boundary or transmission conditions can be rigorously characterized from multi-static and
multi-frequency far eld data. This explicit theoretical characterization result moreover
naturally leads to a numerical algorithm for the computation of interior eigenvalues from
such data. Since the non-linear inverse problem to compute these eigenvalues from far
eld data is ill-posed, the proposed numerical methods involves a non-linear regularization
method. In this talk, we present a rigorous convergence and regularization analysis for
this technique.

Error Estimates for the Finite Element Approximation of Transmission
Eigenvalues
Peter Monk, University of Delaware, USA

Abstract. We analyze a conforming nite element approximation of the transmission
eigenvalue problem corresponding to acoustic scattering by a bounded isotropic inhomo-
geneous object in two dimensions. This is a non self-adjoint eigenvalue problem for a
quadratic pencil of operators. Our analysis of convergence makes use of Osborn's per-
turbation theory for eigenvalues of non self-adjoint compact operators. Some numerical
examples are presented to con rm our theoretical error analysis.

On the Inside-Outside Duality for the Computation of Interior Trans-
mission Eigenvalues for Anisotropic Media
Stefan Peters,University of Bremen, Germany

Abstract. To characterize interior transmission eigenvalues of penetrable anisotropic
acoustic scattering objects we use a technique known as inside-outside duality. Under
certain conditions on the anisotropic material coe cients of the scatterer, the inside-
outside duality allows to rigorously characterize interior transmission eigenvalues from
multi-frequency far eld data. This theoretical characterization moreover allows to derive

a simple numerical algorithm for the approximation of interior transmission eigenvalues,
which does not require any knowledge on the scatterer or its material coe cients. We
give numerical examples to show its feasibility and accuracy for noisy data.
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Minisymposia and contributed talks

4. A transmission eigenvalue problem with mixed boundary conditions for
Maxwell's equations in half space
Virginia Selgas, University of Oviedo, Spain

Abstract. We are concerned with an interior transmission problem (ITP) with mixed
boundary conditions, which is central to the analysis of the Linear Sampling Method
for identifying a dielectric scatterer sat on a perfectly conducting plane. We show that
there exist in nitely many transmission eigenvalues, and derive monotonicity and a lower
bound estimate for the rst eigenvalue; our analysis is based on a reformulation of the
ITP as a fourth order partial di erential equation. We also provide numerical results that
show that both the shape of the scatterer and the mixed transmission eigenvalues can be
approximated from near eld data.

This is a joint work with P. Monk.
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Minisymposia and contributed talks

M2-1: Models and Methods for Hyperspectral Imaging (Part 1)

Scheduled:

Organizers:

Description:

Talks 1.
details:

2.

Parallel Session 2 Monday, May 25 16:00 18:00 in AUD Xl

Martin Burger, University of Munster, Germany
Thomas Schuster,University of Saarbriicken, Germany

Hyperspectral imaging is used in many techniques such as remote sensing, mass spec-
trometry or optical imaging with lasers. In hyperspectral the number of channels is
that large in each pixel or voxel, such that it constitutes a dimension of its own. The
spreading of such data leads to very special inverse problems related to superresolution,
deconvolution, and unmixing. This minisymposium will highlight these inverse prob-
lems and provide insight into several typical issues arising for hyperspectral data: peak
shift correction, data compression by factorization, non-standard noise models, feature
extraction, and development e cient solvers for the arising optimization problems.

Compressed sensing in mass spectrometry imaging
Andreas Bartels, University of Bremen, Germany

Abstract.  Imaging mass spectrometry (IMS) is a technique of analytical chemistry for
spatially-resolved, label-free and multipurpose analysis of biological samples, which is able
to detect spatial distribution of hundreds of molecules in one experiment. The hyperspec-
tral IMS data is typically generated by a mass spectrometer analyzing the surface of the
sample. The measurement process typically takes quite a long time.

In this talk, | will present a compressed sensing approach to IMS which potentially
allows for faster data acquisition by collecting only a part of pixels in the hyperspectral
image and reconstructing the full image from this data. | will discuss sparsity aspects
in IMS and present an integrative approach to perform both peak-picking spectra and
denoising of the m=z-images. A robustness result of the recovery of both spectra and
individual channels of the hyperspectral image as well as numerical reconstruction results
will be shown.

Statistical estimation in a parametric regression model for hyperspectral
images
Ulrike Mayer, University of Saarbriicken, Germany

Abstract. Spike deconvolutions of hyperspectral images in presence of random peak
shifts are sometimes be described by a parametric regression model with additive noise,
where the regression function is a weighted sum of certain peak functions and the mea-
surement locations are subject to a further noise component. We incorporate this noise
component into the model and study the behavior of the corresponding statistical esti-
mators.

This is joint work with Henryk Z&hle (University of Saarbriicken, Germany).
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Minisymposia and contributed talks

3. Cancer ID - inverse problems for the multidimensional analysis of tumor
cells
Christoph Brune, University of Twente, The Netherlands

Abstract. One of the current world-wide challenges in biomedicine is the automatic
identi cation of cancer. The ultimate goal is the automatic quanti cation and exact char-
acterisation of circulating tumor cells within blood probes for better diagnosis and reliable
treatment.

This di cult question consists of coupled inverse problems, including image recon-
struction, segmentation and classi cation of multidimensional uorescence microscopy
data. The goal of this talk is to address the uncertainty in those inverse problems due
to noise modelling, indirect measurements and the experimental design. How does reg-
ularisation in uence and improve this sensitivity and therefore the quality of tumor cell
classi cation?

We will take a specic look at a model and e cient algorithm for multidimensional
tumor cell classi cation to identify a realistic, low number of cancer cells within real pa-
tient blood pools with thousands of blood cells.

This is joint work with Leonie Zeune (Mathematics), Guus van Dalum and Leon Ter-
stappen (Medical Cell Biophysics).

4. Minimizing the regularized “1-norm via Bregman projections and sub-
space methods
Frederik Heber, University of Saarbriicken, Germany

Abstract.  Hyperspectral data combines spatially and spectrally resolved images. Typi-
cal inverse problems arising there are denoising and matrix factorization. The Landweber
method has shown to be a robust method with respect to noise for the regularization of
inverse problems in Banach spaces. Nonetheless, its convergence is often very slow. Con-
sidering speci ¢ hyperplanes in Banach spaces de ned by the Landweber search direction
and an o set with respect to given data, a functional for performing dynamic step width
calculations can be obtained. Minimizing this functional equals a Bregman projection of
the current iterate onto the hyperplane. Moreover, it can be easily extended to multiple
search directions resembling projections onto the intersection of hyperplanes. This is the
so-called Sequential Subspace Optimization (SESOP) method. We investigate various
choices for search directions, the method's convergence and performance both generally
and in the special case of enforcing sparse solutions.

This is joint work with Frank Schoépfer (University of Oldenburg, Germany) and
Thomas Schuster (University of Saarbrticken, Germany).
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Minisymposia and contributed talks

M2-1I: Models and Methods for Hyperspectral Imaging (Part 2)

Scheduled:

Organizers:

Description:

Talks 1.
details:

Parallel Session 3 Tuesday, May 26 13:30 15:30 in AUD XII

Martin Burger, University of Munster, Germany
Thomas Schuster,University of Saarbriicken, Germany

Hyperspectral imaging is used in many techniques such as remote sensing, mass spec-
trometry or optical imaging with lasers. In hyperspectral the number of channels is
that large in each pixel or voxel, such that it constitutes a dimension of its own. The
spreading of such data leads to very special inverse problems related to superresolution,
deconvolution, and unmixing. This minisymposium will highlight these inverse prob-
lems and provide insight into several typical issues arising for hyperspectral data: peak
shift correction, data compression by factorization, non-standard noise models, feature
extraction, and development e cient solvers for the arising optimization problems.

Using local sparsity in hyperspectral imaging
Pia Heins, University of Miinster, Germany

Abstract.  Sparsity regularization in inverse problems based on minimizing the *-norm
is an important and versatile tool and can even be extended to realize more advanced
a-priori information such as di erently structured sparsity for unknowns being matrices.
As an example thereof, the minimization of the %! -norm as a regularization functional
in variational methods promotes local sparsity.

As an extension to dynamic reconstruction involving local sparsity, we discuss hyper-
spectral unmixing, where we impose local sparsity on matrix factorization problems in
hyperspectral imaging. We discuss applications in matrix-assisted laser desorption ioniza-
tion (MALDI), which can be used as a mass spectrometry imaging technique and Raman
microspectroscopy.

This is joint work with Martin Burger (Univesity of Minster, Germany).

2. Total generalized variation for vector- and tensor-valued data and ap-

plications in medical imaging
Kristian Bredies, University of Graz, Austria

Abstract. We discuss total generalized variation (TGV) functionals for vector- and
symmetric tensor-valued images of arbitrary order. These are suitable for Tikhonov reg-
ularization of a general class of ill-posed inverse problems and constitute high-quality
models for the recovery of piecewise smooth images. In particular, they allow, like the to-
tal variation (TV), for solutions with discontinuities on object boundaries but in addition
also capture higher-order smoothness up to a xed order. Convergence of the regularized
solutions for vanishing noise level under suitable multiparameter choice rules is proven and
various applications to medical imaging problems with multichannel data are presented.
We demonstrate, in particular, e ectiveness of the TGV regularizer for di usion tensor
imaging (DTI), joint magnetic resonance (MR) and positron emission tomography (PET)
reconstruction, enhancement of dual-energy computed tomography (CT) data as well as
fat and water separation in MR.
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Minisymposia and contributed talks

3. Coupled hyperspectral total variation regularization
Michael Moller, Technical University Munich, Germany

Abstract. In this talk we will discuss possible extensions of total variation (TV) reg-
ularization to hyperspectral images. Along the lines of the TV extensions used for color
(RGB) images, we consider the Jakobi matrix of a hyperspectral image as a three dimen-
sional tensor with dimensions corresponding to the spatial extent, the spectral extent,
and the directions of the derivatives. Hyperspectral TV regularization can be de ned as
penalizing the mixed matrix norm of this three dimensional tensor, e.g. by penalizing
each dimension of the tensor by a di erent P norm. Additionally, we consider the use of
coupled Bregman iteration for encouraging neighboring channels to share a common edge
set. We demonstrate in our numerical experiments that coupling the spectral channels
can lead to signi cantly improved reconstruction qualities.

4. Application of preprocessing methods on hyperspectral images from
di erent spectral ranges
Martin Montag, Fraunhofer ITWM Kaiserslautern, Germany

Abstract. Before most mathematical methods for image segmentation and classi ca-
tion can be applied on hyperspectral images they usually have to be preprocessed. The
underlying physical acquisition method varies as do the type of unwanted e ects within
the images and the respective treatment - baseline correction, dynamic range determina-
tion, and more. Many images however have the following in common: Areas of missing
information - as for example broken pixels in sensor based hyperspectral systems - and
areas of unwanted information - such as waterlines in specic ranges. We present evalu-
ation of methods to rst robustly detect and then inpaint these areas with mathematical
methods. Furthermore we analyze how well these methods translate to di erent spectral
ranges. Both near infrared and Terahertz TDS images with and without water absorption
are used for analysis. Joint work with Henrike Stephani.
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Minisymposia and contributed talks

M3: Statistical Inverse Problems and Applications
Scheduled: Parallel Session 8 Friday, May 29 10:10 12:10 in SALI 3

Organizers: Frank Werner, MPIBPC, Goéttingen, Germany
Fabian Dunker, Ruhr-University Bochum, Germany

Description: ~ Several applied inverse problems are truely statistical by nature. This can be due to
random errors in the observations (e.g. microscopy, image debluring). Other exam-
ples are ill-posed problems arrising from statistical models for random processes (e.g.
random coe cient models, drift-di usion models). Regularization methods taking the
statistical nature of these problems into account can improve the approximation (e.g.
maximum likelihood estimation). A statistical error analysis can deepen our under-
standing (e.g. con dence bands). In this minisymposium we want to discuss advanteges
and implications by sound statistical modelling and analysis in the examples mentioned
above.

Talks 1. On parameter identi cation in stochastic di erential equations by pe-
details: nalized maximum likelihood
Fabian Dunker, Ruhr-University Bochum, Germany
Abstract. In this talk we present nonparametric estimators for coe cients in time

homogeneous stochastic di erential equations if the data are described by independent,
identically distributed random variables.

dXt = (Xt)dt+ (Xt)th:

The problem is formulated as a nonlinear ill-posed operator equation with a deterministic
forward operator described by the Fokker-Planck equation. We derive convergence rates
of the risk for penalized maximum likelihood estimators with convex penalty terms and for
Newton-type methods. The assumptions of our general convergence results are veri ed
for estimation of the drift coecient . The advantages of log-likelihood compared to
guadratic data delity terms are demonstrated in Monte-Carlo simulations.

2. A novel compressed sensing scheme for photoacoustic tomography
Michael Sandbichler,Insbruck University, Austria

Abstract. Since its invention in 2006, compressed sensing has gained a signi cant
amount of attention due to its numerous applications in signal and image processing and
elsewhere. In this talk, we present a novel compressed sensing scheme for the recently
developed photoacoustic tomography. Compared to a conventional sensing approach, our
approach allows to perform a smaller number of random photoacoustic measurements,
while keeping high spatial resolution. We provide recovery guarantees for the compressed
sensing reconstruction and present reconstruction results for simulated data as well as for
experimental data.
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Minisymposia and contributed talks

3. Weighted angle Radon transform: Convergence rates and e cient esti-
mation
Hajo Holzmann, Marburg University, Germany

Abstract. In the statistics literature, recovering a signal which is observed under the
Radon transform is considered as a very mildly ill-posed inverse problem. In this talk,
we argue that several statistical models which involve the Radon transform lead to an
observational design which strongly in uences its degree of ill-posedness, and that the
Radon transform may actually become severely ill-posed. The main ingredient here is
a weight function  on the angle. Extending results for the limited angle situation, we
compute the singular value decomposition of the Radon transform as an operator between
suitably weighted L ,-spaces, and show how the singular values relate to the eigenvalues
of the sequence of Toeplitz matrices of . Further, in the associated white noise sequence
model, we give upper and lower bounds on the rate of convergence, and in several special
situations even obtain optimal rates with precise minimax constants. For the severely
ill-posed limited angle problem, a simple projection estimator is adaptive in the exact
minimax sense.

4. Simultaneous con dence bands in nonparametric inverse and direct re-
gression
Katharina Proksch, Bochum University, Germany

Abstract.  Simultaneous con dence bands in nonparametric inverse and direct regression
In nonparametric regression, given a model such as

Yi=mx)+ " j=1nm 1)

one aim is to recover the functionm, which is observed corrupted with additive,
random noise atn design-points, from these observations. To account for the
uncertainty in the reconstruction due to the random noise component, interval
estimates are often employed to obtain error limits for speci c pointsm(x). In
many settings, even global error limits for the whole curve of interest, that is,
simultaneous con dence bands can be derived as well. In this talk the construction
of simultaneous con dence bands for the nonparametric additive error model (1)
as well as for a Poisson-type regression model

Yj Poissonm(xj)) j=1;:::5;m;

is discussed and the transfer of the results to inverse regression problems such as
errors-in-variables, deconvolution or Radon-transformed data, is presented, giving
both theoretical and numerical results.
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Minisymposia and contributed talks

M4: Optimization Approaches for Inverse Problems of Parameter Identi -

cation
Scheduled:

Organizers:

Description:

Talks 1.
details:

Parallel Session 10 Friday, May 29 16:00 18:00 in SALI 8

Akhtar Khan, Rochester Institute of Technology, USA
Christiane Tammer, University Halle-Wittenberg, Germany

This minisymposium will focus on various aspects of the inverse problem of identifying
parameters in partial di erential equations, variational and quasi-variational inequal-
ities. The main emphasis will be on applications such as elasticity imaging inverse
problem, inverse problems in plates and shells models, among others. We also envision
the use of vector optimization techniques in the context of the inverse problems.

Stability of Elastography Inverse Problem
Akhtar Khan, Rochester Institute of Technology, USA

Abstract.  This talk will focus on the elastograpgy inverse problem of identifying can-
cerous tissues. We will discuss various optimization formulations for this inverse problem
and give stability estimates. Numerical results will given.

An Optimization Regularization Approach to Parameter Identi cation
in Contact Problems
Joachim Gwinner, Bundeswehr University Munich, Germany

Abstract. In this contribution we consider unilateral contact problems with friction
within the range of linear elasticity. We present an optimization regularization approach
to identify numerically the unknown friction parameter from the displacement eld. First
we treat Tresca friction problems that can be modelled as variational inequalities of the
second kind. Then we discuss how the approach extends to quasi variational inequalities
that model Coulomb friction.

Optimization methods for Helmholtz problem
Victor Kovtunenko, University of Graz, Austria

Abstract.  Methods of nonlinear optimization in respect to the Helmholtz problem are
considered. We aim at the forward problem as well as the inverse problem of scattering
from unknown geometric object of arbitrary shapes and unknown physical properties of
the surface impedance. For the reason of analysis we apply a non-standard approach
based on variational techniques and singular perturbations. Our results describe the op-
timality condition based object identi cation from boundary measurements in the inverse
formulation of the problem, and the Petrov-Galerkin enrichment based generalized FEM
for computing of the forward Helmholtz problem.

Inverse Problems and Multiobjective Approximation
Christiane Tammer, University Halle-Wittenberg, Germay

Abstract.  Methods of multiobjective approximation theory are helpful in the study of
inverse problems. We use these methods in order to generate approximate solutions of
inverse problems. In the talk we present necessary optimality conditions for solutions of
multiobjective approximation problems in form of variational inequalities. These opti-
mality conditions are applied for deriving adaptive solution procedures.
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M5-1: Autoconvolution and related nonlinear ill-posed problems (Part 1)

Scheduled:

Organizers:

Description:

Talks 1.
details:

Parallel Session 6 Thursday, May 28 13:30 15:30 in SALI 10

Bernd Hofmann, Technical University Chemnitz, Germany
Jens Flemming, Technical University Chemnitz, Germany

The minisymposiums brings together scientists working on autoconvolution and ad-
jacent problems. Topics reach from applications in laser optics and the emergence
of autoconvolution equations there to the analysis of regularization methods and un-
derlying abstract structures. In particular, Fredholm and Volterra integral equations
of the rst kind, monotone operators and quadratic mappings as well as nonlinearity
conditions for the convergence rate analysis are covered.

Deconvolution and decorrelation problems in the physics of femtosecond
lasers
Gunter Steinmeyer, Max Born Institute for Nonlinear Optics Berlin, Germany

Abstract. Deconvolution and decorrelation strategies play a decisive role in the char-
acterization of ultrashort laser pulses. As these pulses are the shortest controllable events
in nature, there simply is no shorter temporal signature that would allow their direct
sampling. Researchers have therefore resorted to measure and interpret autorcorrelation
functions, even though those do not allow any immediate access to pulse shapes. More
advanced approaches to characterization of femtosecond pulses unfortunately often result
in ill-conditioned problems. Unfortunatley, this tendency becomes even more pronounced
in the presence of measurement noise. | will review the fundamental problems from a
physcics point of view and indicate open problems, the solution of which could well revo-
lutionize the eld of femtosecond pulse characterization.

Revisiting the Lavrentiev method for nonlinear ill-posed problems
Elena Resmerita,Alpen-Adria University Klagenfurt, Austria

Abstract.  We deal with nonlinear ill-posed problems involving monotone operators, and
consider Lavrentiev regularization methods, which, in contrast to Tikhonov regularization,

usually do not make use of the adjoint of the derivative. There are plenty of qualitative
and quantitative convergence results in the literature, both in Hilbert and Banach spaces.
Our aim here is mainly to contribute with some types of error estimate results derived
under various source conditions and to interpret them in some settings.

3. An inverse problem for fractional di usion equation with integral over-

determination
Jaan Janno, Tallinn University of Technology, Estonia

Abstract.  We consider inverse problems to reconstruct source terms and coe cients of a
time-fractional di usion equation. The additional data used in these problems are given in

a general form of integral with Borel measure over a time interval. This comprises the case
of instant over-determination, too. The focus is on uniqueness issues of these problems.
The proofs essentially use positivity principles for the fractional di usion equation.
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4. On a nonstationary Iterative Method for solving Inverse Problems in
Hilbert Spaces
Qinian Jin, Australian National University Canberra, Australia

Abstract.  We consider the computation of approximate solutions for inverse problems
in Hilbert spaces. In order to capture the special feature of solutions, non-smooth convex
functions are introduced as penalty terms. By exploiting the Hilbert space structure of
the underlying problems, we propose a fast iterative regularization method which reduces
to the classical nonstationary iterated Tikhonov regularization when the penalty term is
chosen to be the square of norm. Each iteration of the method consists of two steps: the
rst step involves only the operator from the problem while the second step involves only
the penalty term. This splitting character has the advantage of making the computation

e cient. In case the data is corrupted by noise, a stopping rule is proposed to termi-
nate the method and the corresponding regularization property is established. Various
numerical simulations, including the de-autoconvolution problem, are reported to test the
performance.
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M5-11: Autoconvolution and related nonlinear ill-posed problems (Part 2)
Scheduled: Parallel Session 10 Friday, May 29 16:00 18:00 in SALI 12

Organizers: Bernd Hofmann, Technical University Chemnitz, Germany
Jens Flemming, Technical University Chemnitz, Germany

Description: ~ The minisymposiums brings together scientists working on autoconvolution and ad-
jacent problems. Topics reach from applications in laser optics and the emergence
of autoconvolution equations there to the analysis of regularization methods and un-
derlying abstract structures. In particular, Fredholm and Volterra integral equations
of the rst kind, monotone operators and quadratic mappings as well as nonlinearity
conditions for the convergence rate analysis are covered.

Talks 1. Multiscale support vector approach for solving integral equations
details: Shuai Lu, Fudan University Shanghai, China

Abstract. Based on the use of compactly supported radial basis functions, we ex-
tend in this talk the support vector approach to a multiscale support vector approach
(MSVA) scheme for approximating the solution of a moderately ill-posed integral equa-
tion on bounded domains. The Vapnik's -intensive function is adopted to replace the
standard |2 loss function in using the regularization technique to reduce the error induced
by noisy data. Convergence proof for the case of noise-free data is then derived under an
appropriate choice of the Vapnik's cut-o parameter and the regularization parameter.
For noisy data case, we demonstrate that a corresponding choice for the Vapnik's cut-o
parameter gives the same order of error estimate as both the posteriori strategy based
on discrepancy principle and the noise-freea priori strategy. Numerical examples are
constructed to verify the e ciency of the proposed MSVA approach and the e ectiveness
of the parameter choices.

2. New results in SD-SPIDER reconstruction via autoconvolution
Steven Burger, Technical University Chemnitz, Germany

Abstract.  In non-linear optics SD-Spider is a measurement technique for the character-
ization of ultrashort laser pulses. From the mathematical point of view one has to solve
an inverse problem of autoconvolution type. In this case, the autoconvolution operator
is kernel-based and de ned for complex functions. Beyond the information about the
right-hand side there are also measurements for the modulus of the desired function avail-
able. We present for this situation well- and ill-posedness results and propose a numerical
algorithm to nd a stable approximate solution. The performance of this algorithm will
be shown for arti cial and real data.
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3. The quadratic structure of autoconvolution problems
Jens Flemming, Technical University Chemnitz, Germany

Abstract.  We consider inverse problemd-(x) = y of autoconvolution-type. Instead of
engaging with concrete versions of autoconvolution equations we investigate the underly-
ing quadratic structure of such problems. Here,F is called quadratic if it is the diagonal
of a bilinear mapping B, i.e., F(x) = B(x;x) for all x. This abstract view provides some
new insights and allows us to apply the results also to other quadratic equations appear-
ing, for example, in Schlieren tomography. Although the quadratic structure seems to
be quite simple and not far away from well understood linear problems it turns out that
guadratic problems are hardly covered by the literature. In the talk we provide basic tools
for working with quadratic mappings. We study injectivity, ill-posedness, and other local
and global properties. Especially the structure of the range of a quadratic mapping is
of high interest for solving corresponding inverse problems. Research on this topic dates
back to Hausdor , Toeplitz and Dines and most questions are still lacking an answer.

4. A stochastic convergence analysis for nonlinear operator equations with
emphasis on the Autoconvolution problem
Daniel Gerth, Johannes Kepler University Linz, Austria

Abstract. In Inverse Problems, noise modelling plays a crucial role both in theory
and computation. The two standard approaches are deterministic and stochastic noise
models. However, the theory for both branches seems to develop rather independently.
From the practical point of view, given a speci c realization of (stochastic) measurements,
one should be able to use deterministic algorithms to compute an approximate solution.
In this case, the question of convergence with respect to decreasing (stochastic) noise
level arises as well as the need for an appropriate parameter choice rule. Recently, the
author gave answers to these problems in the case of linear Inverse Problems with sparsity
constraints. In this talk, we seek to extend the theory to nonlinear operators with sparsity
constraints with special emphasis on the autoconvolution operator. This is joint work with
Ronny Ramlau.
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M6-I: Recent advances in the theory of regularization methods (Part 1)

Scheduled:

Organizers:

Description:

Talks 1.
details:

Parallel Session 5 Thursday, May 28 09:00 11:00 in AUD XlI

Otmar Scherzer,University of Vienna, Austria
Bernd Hofmann, University Chemnitz, Germany

The theory of regularization methods for the solution of ill posed problems developed
steadily. While up to the 1980s the research focus has been on regularization of linear
ill posed problems in Hilbert spaces. Later regularization methods for linear ill-posed
problems have been analyzed, and then a theory for regularization methods in Banach
space with general (convex or non-convex) regularization functional has been developed.
Another innovative aspect is on the development of source conditions for these novel
methods. This minisymposium attempts to give a survey on the new direction in these
elds.

Necessary Conditions for Variational Regularization
Dirk Lorenz, Technical University Braunschweig, Germany

Abstract. We study variational regularization methods for ill-posed problems in an
"inverse way" i.e., we do not ask under which conditions some variational method is
regularizing but what conditions are necessary for a variational method to be regularizing.
More precisely, we study methods that use a discrepancy and a regularization functional.
To this end, we formalize the notion of a variational scheme and start with a comparison
of three dierent instances of variational methods. Then we focus on the data space
model and investigate the role and interplay of the topological structure, the convergence
notion and the discrepancy functional. Especially, we deduce necessary conditions for the
discrepancy functional to ful Il usual continuity assumptions. The results are applied to
discrepancy functionals given by Bregman distances and especially to the Kullback Leibler
divergence.

. Singular Vectors for Nonlinear Regularization

Martin Burger, University of Munster, Germany

Abstract. Singular value decomposition is the key tool for the analysis and under-
standing of linear regularization methods. It seemed obvious for long time however that
similar concepts are not useful for nonlinear regularization methods such as sparsity or
total variation minimization. In this talk we demonstrate that the latter statement is not
completely true by de ning an appropriate generalized notion of singular values and sin-
gular vectors in such situations. Although the simple linear decomposition is lost there a
various interesting insights the singular vectors can o er, e.g. examples of exact solutions,
a suitable de nition of scale, and novel error estimates. The talk is based on joint work
with Martin Benning.
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3. Regularization based on all-at-once formulations of inverse problems for
PDEs
Barbara Kaltenbacher, University Klagenfurt, Austria

Abstract. Parameter identi cation problems typically consist of a model equation, e.g.
a (system of) ordinary or partial di erential equation(s), and the observation equation.
In the conventional reduced setting, the model equation is eliminated via the parameter-
to-state map. Alternatively, one might consider both sets of equations (model and obser-
vations) as one large system, to which some regularization method is applied. The choice
of the formulation (reduced or all-at-once) can make a large di erence computationally,
depending on which regularization method is used: Whereas almost the same optimality
system arises for the reduced and the all-at-once Tikhonov method, the situation is dif-
ferent for iterative methods, especially in the context of nonlinear models. In this talk
we will highlight the key di erences and show recent results for all-at-once versions of
regularization methods.

4. Source conditions for non-smooth sparse regularisation
Markus Grasmair, University of Trondheim, Norway

Abstract. In this talk we will discuss conditions for linear convergence rates for
Tikhonov regularisation with a sparsity enforcing, non-smooth regularisation term both
for linear and for non-linear inverse problems. The main ingredient in the proof of these
rates is the derivation of a variational inequality connecting the regularisation term and
the similarity term in a neighbourhood of the true, sparse solution. For (non-convex)
regularisation terms with su ciently fast growth at zero, it can be shown that such a
local inequality is almost automatically satis ed. As a consequence, the default situation
for non-convex and non-smooth sparse regularisation is that of asymptotically linear con-
vergence rates, and, in contrast to classical, smooth regularisation, the smoothness of the
true solution has no in uence on the convergence rate. Still, certain types of source condi-
tions can in uence the constants in the linear rate quite signi cantly, smoother solutions
leading to smaller constants and thus better error estimates. In addition, they sometimes
allow for the formulation of source inequalities that hold everywhere and not just close
to the solution. This can be especially important for statistical settings, as these global
inequalities immediately yield convergence rates in expectation, and not only convergence
rates in probability as would be the case otherwise.
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M6-11: Recent advances in the theory of regularization methods (Part 2)

Scheduled:

Organizers:

Description:

Talks 1.
details:

Parallel Session 9 Friday, May 29 13:30 15:30 in SALI 12

Otmar Scherzer,University of Vienna, Austria
Bernd Hofmann, University Chemnitz, Germany

The theory of regularization methods for the solution of ill posed problems developed
steadily. While up to the 1980s the research focus has been on regularization of linear
ill posed problems in Hilbert spaces. Later regularization methods for linear ill-posed
problems have been analyzed, and then a theory for regularization methods in Banach
space with general (convex or non-convex) regularization functional has been developed.
Another innovative aspect is on the development of source conditions for these novel
methods. This minisymposium attempts to give a survey on the new direction in these
elds.

E ects of parameterization on the parameter estimation problems
Lingyun Qiu, University of Minnesota, USA

Abstract. A variety of source conditions have been developed to obtain the convergence
rate of Tikhonov regularization algorithms for nonlinear inverse problems. In this work,
we propose a new source condition in a Hilbert-space setting, the modulus of which is
closely related to the modulus of stability estimate of the inverse problem. A convergence
rate result is obtained. Additionally, in the noise-free case, we show that the proposed
source condition can be captured between two stability estimates.

Generalized Convergence Rates Results for Linear Inverse Problems in
Hilbert Spaces
Peter Elbau, University of Vienna, Austria

Abstract. In recent years, a series of convergence rates conditions for regularization
methods has been developed. Mainly, the motivations for developing novel conditions
came from the desire to carry over convergence rates results from the Hilbert space setting
to generalized Tikhonov regularization in Banach spaces. For instance, variational source
conditions have been developed and they were expected to be equivalent to standard
source conditions for linear inverse problems in a Hilbert space setting (see Schuster et
al). We show that this expectation does not hold. However, in the standard Hilbert space
setting these novel conditions are optimal, which we prove by using some deep results from
Neubauer, and generalize existing convergence rates results. The key tool in our analysis
is a novel source condition, which we put into relation to the existing source conditions
from the literature. As a positive by-product, convergence rates results can be proven
without spectral theory, which is the standard technique for proving convergence rates for
linear inverse problems in Hilbert spaces (see Groetsch).
This is joint work with R. Andreev, M. Hoop, L. Qiu, O. Scherzer.

. Reconstruction methods for the Inverse Medium Scattering Problem

Kamil Kazimierski-Hentschel, University Graz, Austria

Abstract. Usual reconstructions algorithms for ill-posed problems cannot be used ef-
fectively for the Inverse Medium Scattering Problem. This has several reasons, like the
non-linearity structure of the problem or the complex-valued data. In this talk | will dis-

cuss the performance of several reconstruction algorithms adapted to the setting at hand.
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4. Autoconvolution in the characterization of ultrashort laser pulses with
SD-SPIDER
Stephan Anzengruber,Johann Radon Institute, Austria
Abstract.  Recent experiments at the Max Born Institute, Berlin, generating ultrashort
laser pulses have sparked interest in a new facet of the nonlinear autoconvolution equation
Z
9(s) = . k(s; )f(s )f()d:

The characterization of such laser pulses requires solving a particular autoconvolution
problem for complex-valued functions, where the objective is to recovef from measure-
ments of jf j as well asarg(g) in the presence of a non-trivial convolution kernel.

In this talk we discuss analytical and regularization properties of the forward operator
and present variational approaches to thisphase retrieval problem. To obtain smooth
reconstructions we use rational B-spline curves (NURBS) and improve global convergence
properties by means of a TIGRA-type method.
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M7-I: Current developments in tomography: from theory to algorithms (Part
1)

Scheduled: Parallel Session 4 Tuesday, May 26 16:00 18:00 in SALI 12

Organizers: Jurgen Frikel, Helmholtz Zentrum Minchen, Germany
Esther Klann, Johannes Kepler University Linz, Austria
Todd Quinto, Tufts University, USA

Description:  Tomography is an indispensable tool for a wide range of applications. Therefore, some
of the most intriguing inverse problems occur in tomography, involving a variety of
di erent aspects such as analysis, algorithms and applications. This minisymposium
will bring together established and young researchers working on analytical and algo-
rithmic aspects of image reconstruction. Especially focussing on the following topics:
limited data tomography (radar, sonar), microlocal analysis, electrical impedance to-
mography, electron microscopy and hybrid imaging methods. As a part of a series of
two minisymposia, it aims at providing a forum for scienti ¢ discussion of recent results
and developments in tomography-related research.

Talks 1. The microlocal analysis of SAR with in ection points
details: Raluca Felea,Rochester Institute of Technology, USA

Abstract. ~ We consider a case of Synthetic Aperture Radar (SAR) imaging where the
ight track is a curve with simple in ection points. We analyze the canonical relation C
of the forward scattering operator F, which maps the scene to the data, and show that it
has singularities in both projection maps (left |, and right ). More precise, | has a
fold singularity and g has a cusp singularity. Next, we show that the normal operator
F F has the wave front setin [ where s the diagonal and is a singular canonical
relation called an open umbrella. This means that artefacts appear and they are of equal
strength as the bona- de part of the image. Furthermore, we obtain a weak normal form
for operators associated to a fold/cusp canonical relation, as in the case of our forward
operator.

This is joint work with Cli Nolan.

2. Inversion of circular, elliptical and spherical Radon transforms with
partial radial data: Theory and Numerics
Venky Krishnan, TIFR, India

Abstract. We study inversion of integral transforms that arise naturally in several
applications, including, ultrasound, radar and intravascular imaging, thermoacoustic to-
mography and sonar. We derive explicit inversion formulas for these transforms when,
roughly speaking, half of the data is available in the radial direction. Finally, we give an ef-
cient numerical implementation that gives a fast numerical inversion of these transforms.
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3. On the artifacts in a limited data spherical mean transform
Linh Nguyen, University of Idaho, USA

Abstract. The spherical mean transform arises in several imaging modalities, such
as thermoacoustic/photoacoustic tomography, ultrasound tomography, and SONAR. In
these modalities, detectors are located around an object of interest to detect ultrasound
signals. These signals are closely related to the spherical mean transform of a physical
guantity. The physical quantity well characterizes the object and, hence, is considered
the image of the object. Therefore, in order to reconstruct the image, one needs to invert
the spherical mean transform.

In many applications, the detector array does not totally enclose the object. This
situation results in the limited data problem for spherical mean transform. In this talk,
we discuss this phenomenon. We introduce a Itered-backprojection formula to approxi-
mately reconstruct the object. We show that some features of the image are well recon-
structed, while some are not. Moreover, the reconstructed image contains some artifacts
(i.e., added singularities). We then analyze the artifacts geometrically and, more impor-
tantly, quantitatively. Some parts of our geometric discussion bene t from a recent work
by J. Frikel and T. Quinto.

4. Fourier-based operator evaluation in tomographic algorithms
Holger Kohr, KTH Royal Institute of Technology, Sweden

Abstract. In most tomographic applications, the applied imaging models are much
less complex than the ones used for simulation purposes, mostly due to high numerical
cost and only subtle practical di erences. With improving resolution, these di erences
become more important. If an analogon to the classicalprojection or Fourier slice
theorem is known, it can be exploited for the numerical evaluation of a more complex
operator, which makes its usage more e cient or even feasible in the rst place. The
main practical issue with Fourier techniques, the non-uniform sampling of the frequency
space, can be addressed with non-uniform fast Fourier transforms which have been
developed during the last 20 years [1, 2]. This talk presents several applications and
preliminary numerical results.

References
[1] G. Beylkin. On the fast Fourier transform of functions with singularities. Applied
and Computational Harmonic Analysis, 2(4):363 381, 1995.

[2] J. Keiner, S. Kunis, and D. Potts. Using NFFT 3 a software library for var-
ious nonequispaced fast Fourier transforms. ACM Transactions on Mathematical
Software (TOMS), 36(4):19, 2009.
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M7-1I: Current developments in tomography: from theory to algorithms
(Part 2)

Scheduled: Parallel Session 5 Thursday, May 28 09:00 11:00 in SALI 12

Organizers: Jurgen Frikel, Helmholtz Zentrum Minchen, Germany
Esther Klann, Johannes Kepler University Linz, Austria
Todd Quinto, Tufts University, USA

Description:  Tomography is an indispensable tool for a wide range of applications. Therefore, some
of the most intriguing inverse problems occur in tomography, involving a variety of
di erent aspects such as analysis, algorithms and applications. This minisymposium
will bring together established and young researchers working on analytical and algo-
rithmic aspects of image reconstruction. Especially focussing on the following topics:
limited data tomography (radar, sonar), microlocal analysis, electrical impedance to-
mography, electron microscopy and hybrid imaging methods. As a part of a series of
two minisymposia, it aims at providing a forum for scienti ¢ discussion of recent results
and developments in tomography-related research.

Talks 1. Inversion of the spherical means transform with centers lying on corner-
details: like surfaces by reduction to the classical Radon transform
Leonid Kunyansky, University of Arizona, USA

Abstract. In photo- (or opto-) acoustic tomography an acoustic wave is generated
as a reaction of the tissue to a very short laser pulse. To form an image, the initial
acoustic pressure needs to be reconstructed from the pressure data measured on a surface
surrounding (sometimes only partially) the region of interest . Explicit reconstruction
formulas are known only for few simple measuring surfaces. In the present talk we consider
corner-like acquisition geometries popular among practitioners. The exact formulas we
derive allow one to recover the classical Radon projections of the sought functiof (x)
from the pressure values measured on the boundary of an in nite octant (in 3D), or
on the boundary of an in nite angular sector (in 2D), with the opening angle equal to
=n; n =1;2;3;::. Then, f (x) can be reconstructed by inverting the classical Radon
transform.

2. Combining frequency-di erence and ultrasound-modulated electrical
impedance tomography
Bastian Harrach, University of Stuttgart, Germany

Abstract.  We propose a new inclusion detection method for electrical impedance tomog-
raphy (EIT) that is completely una ected by geometrical modelling errors as it does not
require knowledge of the electrode position or the shape of the imaging domain. The idea
is to combine ultrasound-modulated EIT with frequency-di erence EIT measurements.
We use an ultrasound wave to alter the conductivity in a small focussing region inside
the imaging domain. The resulting e ect on the EIT measurements is then compared to
the e ect of a change in the electric current frequency. This shows whether the focussing
region lies inside a conductivity anomaly or not.

This is joint work with Eunjung Lee and Marcel Ullrich.
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3. Model-aware Newton-type regularization in electrical impedance to-
mography
Andreas Rieder,Karlsruhe Institute of Technology, Germany

Abstract. Electrical impedance tomography is a non-invasive method for imaging the
electrical conductivity of an object from voltage measurements on its surface. This in-
verse problem su ers threefold: it is highly nonlinear, severely ill-posed, and highly under-
determined. To obtain yet reasonable reconstructions, maximal information needs to be
extracted from the data. This requires all components of the reconstruction procedure to
be harmonized. We will present a holistic Newton-type reconstruction framework which
estimates the unknown model- specic parameters: background conductivity, contact
impedance, and noise-level. Moreover, through a novel conductivity transformation the
problem becomes less nonlinear and a weighting scheme promotes the reconstruction of
piecewise constant conductivities. This way we increase robustness, speed, and recon-
struction accuracy. Additionally, our method is easy to use and applies to a wide range
of settings as it is free of parameters. We demonstrate the performance of this concept
for simulated and measured data.

This is joint work with with Robert Winkler.

4. 3D Image Reconstruction Algorithm for EIT Data Collected on Planar
Electrode Arrays
Cristiana Sebu, Oxford Brookes University, UK

Abstract. We present a 3D non-iterative reconstruction algorithm for Electrical
Impedance tomography (EIT) suitable for breast cancer imaging. The reconstruction
method is intended to be used for conductivity imaging with real data obtained from a
planar EIT device developed recently at the University of Mainz, Germany. A sparsity
enforcing 3D reconstruction method using an adapted complete electrode model was
already applied to this new planar EIT device in [1]. Although promising, this iterative
procedure proved to be quite demanding computationally and sensitive to the choice of
the regularization parameter. The purpose of the current work is to respond to these
concerns by developing a simple and direct reconstruction algorithm to image the region
beneath the electrode array. The approach is based on linearising the conductivity
distribution about a constant approximation which reduces the computational demands.
Although similar to the one in [2], the novelty of the proposed method consists in
the distinct use of active (i.e. current-injection) and passive (voltage-measurement)
electrodes. Reconstructions from simulated data are presented.

This is joint work with H. Perez, M. K. Pidcock, S. Sivanesan.

References
[1] M. Gehre, T. Kluth, C. Sebu, P. Maass, Sparse 3D reconstructions in Electrical

Impedance Tomography using real datalnverse Problems in Science and Engineering,
22(1), (2014), pp. 31-44.

[2] J.L. Mueller, D. Isaacson, J.C. Newell, A Reconstruction Algorithm for Electri-
cal Impedance Tomography Data Collected on Rectangular Electrode ArraydEEE
Transactions on Biomedical Engineering, 46(11), (1999), pp. 1379-86.
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M8-I: Current developments in tomography: from algorithms to applications
(Part 1)

Scheduled: Parallel Session 2 Monday, May 25 16:00 18:00 in SALI 12

Organizers: Jurgen Frikel, Helmholtz Zentrum Minchen, Germany
Esther Klann, Johannes Kepler University Linz, Austria
Todd Quinto, Tufts University, USA

Description:  Tomography is an indispensable tool for a wide range of applications. Therefore, some
of the most intriguing inverse problems occur in tomography, involving a variety of dif-
ferent aspects such as analysis, algorithms and applications. This minisymposium will
bring together established and young researchers working on practical and algorithmic
aspects of image reconstruction. Especially focussing on the following topics: sparse
regularization, simultaneous reconstruction and segmentation, imaging of dynamic ob-
jects, reconstruction in tensor and broken ray tomography. As part of a series of two
minisymposia, it aims at providing a forum for scienti ¢ discussion of recent results
and developments in tomography-related research.

Talks 1. A weighted wavelet method for region of interest tomography
details: Esther Klann, Technical University Berlin, Germany
Abstract.  In region of interest (ROI) tomography, data is given only over lines meeting
a region of interest inside an object, and the goal is to image that region. We assume
that the object is piecewise constant, and represent it in the Haar wavelet basisf =
jk Gk jk. For the reconstruction we use a weighted wavelet reconstruction scheme,
i.e., we minimize the functional

X
kRiimf 2y kfg(sl Rt Lk ig P
ik
with strictly positive weights 0<C  !jx,and1 p 2
The novelty is that we classify and weight the wavelet basis functions depending on
their relative location to the ROI: (1) the support of the basis function contains or is
contained in the ROI (weight=1); (2) no overlap of support and ROI (larger weight, e.g.,
5 or 10); (3) some overlap of support and ROI (interpolating weight). We demonstrate
numerically that this speci c choice of weights admits small but signi cant details outside
the ROI and improves the overall reconstruction quality.
This is joint work with Todd Quinto and Ronny Ramlau.
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2. Joint reconstruction and segmentation of tomographic data using the
Potts model
Martin Storath, EPFL Lausanne, Switzerland

Abstract.  We propose a new algorithmic approach to the non-smooth and non-convex
Potts problem (also called piecewise-constant Mumford-Shah problem) for inverse imaging
problems. We derive a suitable splitting into speci ¢ subproblems that can all be solved
e ciently. Our method does not require a priori knowledge on the gray levels nor on
the number of segments of the reconstruction. Further, it avoids anisotropic artifacts
such as geometric staircasing. We demonstrate the suitability of our method for joint
image reconstruction and segmentation. We focus on Radon data, where we in particular
consider limited data situations. For instance, our method is able to recover all segments
of the Shepp-Logan phantom from7 angular views only. We illustrate the practical
applicability on a real PET dataset. As further applications, we consider spherical Radon
data as well as blurred data.

This is joint work with Andreas Weinmann, Jurgen Frikel, and Michael Unser.

3. Detectable singularities in time-dependent tomographic imaging
Bernadette Hahn, Saarland University, Germany

Abstract. The acquisition of tomographic data takes a considerably amount of time.
For example, in computerized tomography, the x-ray source has to be rotated around the
investigated object. Temporal changes of the object during this time period lead to incon-
sistent data. Hence, the application of standard reconstruction methods causes motion
artifacts in the images which can severely impede the diagnostic analysis.

To reduce the artifacts, the reconstruction method has to take into account the dynamic
behavior of the specimen. Thus, the development of motion compensation algorithms is
an important challenge in tomographic imaging. In addition, it is essential to understand
how the object's deformation a ect the overall information content within the data. For
example, certain singularities of the specimen might not be gathered by the measured
data, although they would be visible if the object was stationary during the scanning.
The presented talk addresses these challenges with a special focus on computerized to-
mography.
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4. X-ray tomography of dynamic objects using level sets
Samuli Siltanen, University of Helsinki, Finland

Abstract.  The classical level set method approach for inverse problems is based on mod-
elling the unknown coe cient as a binary function: zero outside the level set and constant
inside. This is achieved by composing a smooth level set function with the Heaviside step
function. It was shown in [Kolehmainen, Lassas and Siltanen, SIAM J. Sci. Comput.
30 (2008)] that for sparse-data X-ray tomography it is advisable to replace the Heaviside
function by x* (which is zero for negative real arguments and identity for non-negative
arguments). The the X-ray attenuation function is modelled as zero outside the level set
and by the smooth level set function inside the level set. In particular, that approach helps
suppress the stretching artefacts typical in limited-angle tomography. Regularization is
provided in the method by a penalty term involving the square norms of the derivatives
of the level set function up to order n. In the theoretical part of this report we show
that the x* -based level set method is equivalent to constrained Tikhonov regularisation
whenn = 1, and the choicen > 1 leads to a novel, nonlinear level set method. The
solution in the case n>1 is de ned as a minimizer of a nonlinear functional; we prove
that there exists at least one such minimizer. In the computational part we apply the
level set method with n =2 to dynamic tomographic data interpreted as being measured
from a space-time target. The new method gives superior results compared to ltered
back-projection, constrained Tikhonov regularisation, and total variation regularisation.
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Jurgen Frikel, Helmholtz Zentrum Miinchen, Germany
Esther Klann, Johannes Kepler University Linz, Austria
Todd Quinto, Tufts University, USA

Tomography is an indispensable tool for a wide range of applications. Therefore, some
of the most intriguing inverse problems occur in tomography, involving a variety of dif-
ferent aspects such as analysis, algorithms and applications. This minisymposium will
bring together established and young researchers working on practical and algorithmic
aspects of image reconstruction. Especially focussing on the following topics: sparse
regularization, simultaneous reconstruction and segmentation, imaging of dynamic ob-
jects, reconstruction in tensor and broken ray tomography. As part of a series of two
minisymposia, it aims at providing a forum for scienti ¢ discussion of recent results
and developments in tomography-related research.

Inversion of the Broken Ray transform
Alexander Katsevich, University of Central Florida, USA

Abstract. Broken Ray transform (BRT) arises when one considers a narrow Xx-ray
beam propagating through medium under the assumption of single scattering. Previous
algorithms for inverting the BRT assumed that the medium is characterized by a single
attenuation coe cient . However x-rays lose their energy after Compton scattering, and
the energy loss depends on the scattering angle. Since the attenuation coe cient depends
on energy, the 's before and after scattering are di erent. One should distinguish also
between 's that are seen" by x-rays traveling towards di erent detectors.

We consider inversion of the BRT with N 3 detectors under the assumption that
the attenuation coe cient is a linear function of energy. We derive a family of inversion
formulas and then nd the optimal formula, which provides the best stability with respect
to noise in the data. We also develop iterative reconstruction algorithms that can use
global and local data. The results of testing the algorithms are presented.

This is joint work with R. Krylov. This research was supported in part by NSF grant
DMS-1115615.

Assessing undersampling levels in sparsity-regularized X-ray CT
Jakob Sauer JgrgensenTechnical University of Denmark

Abstract.  Sparsity regularization in x-ray computed tomography (CT) has shown large
potential for accurate reconstruction from reduced data, leading to substantially reduced
patient x-ray exposure in medical imaging and shorter scan times in materials science.
One driving factor for sparsity-regularized methods has been developments in compressed
sensing (CS), connecting the possible undersampling level to the image sparsity. However,
compressed sensing does not apply directly to CT, and therefore the success of sparsity
regularization in CT remains unexplained. Using empirical phase diagrams we study
image recoverability from CT data as function of image sparsity and undersampling level.
We demonstrate close similarities between CT and CS, speci cally sharp phase transitions
and a pronounced relation between image sparsity and the possible undersampling level.
We also highlight some key di erences, for example, that image structure and not just
sparsity level a ects recoverability in CT.
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3. Reconstruction methods for atmospheric tomography
Ronny Ramlau, Johann Radon Institute, Austria

Abstract.  Large earthbound astronomical telescopes rely on Adaptive Optics techniques
in order to correct the image degradation caused by turbulences in the atmosphere. In
Adaptive Optics, measurements of the incoming wavefronts of guide stars are used to com-
pute the shape of deformable mirrors in such a way, that, after re ection of the incoming
light on the mirror, the in uence of the turbulence is removed from the image. The un-
derlying atmospherical tomography problem is related to limited angle tomography and
therefore ill posed. In the talk, we will present an analysis of the atmospheric tomography
problem as well as reconstruction methods for the determination of the turbulence pro le
of the atmosphere and the computation of the optimal mirror shapes.

4. X-ray Tensor Tomography: reconstructing sub-pixel X-ray scattering
data
Tobias Lasser, Technical University Munich, Germany

Abstract.  X-ray Tensor Tomography is a novel imaging modality based on X-ray grat-
ing interferometry. It allows the visualization of sub-pixel X-ray scattering information

using directional dark- eld reconstructions, with high potential for clinical applications

and materials testing. In this work we will show the imaging pipeline for X-ray Tensor
Tomography, from suitable trajectories to iterative reconstruction of the resulting data,
tensor tting and regularization, to visualization of the resulting scattering data.
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Tomography is an indispensable tool for a wide range of applications. Therefore, some
of the most intriguing inverse problems occur in tomography, involving a variety of dif-
ferent aspects such as analysis, algorithms and applications. This minisymposium will
bring together established and young researchers working on practical and algorithmic
aspects of image reconstruction. Especially focussing on the following topics: sparse
regularization, simultaneous reconstruction and segmentation, imaging of dynamic ob-
jects, reconstruction in tensor and broken ray tomography. As part of a series of two
minisymposia, it aims at providing a forum for scienti ¢ discussion of recent results
and developments in tomography-related research.

Talks 1. ART Performance

details:

Per Christian Hansen, Technical University of Denmark

Abstract.  The iterative reconstruction method known as ART (Algebraic Reconstruc-
tion Technique) and its many variants are surprisingly simple and e cient methods with
many applications in computed tomography. On the theoretical side we are interested in
explaining why it is so successful, and on the practical side how to implement it e ciently,
how to select the relaxation parameter, and how to stop the iterations. This talk presents
new theoretical and experimental results about the semi-convergence of ART, and we also
discuss how to implement block-versions on multi-core computers.

Broken ray tomography
Joonas llmavirta, University of Jyvaskyla, Finland

Abstract. The classical problem of X-ray tomography asks whether a function can
be recovered from its integrals over all straight lines or geodesics on a manifold. The
problem gets trickier if the straight lines are replaced with broken rays that re ect from
some surfaces. Dierent geometries of the re ector require di erent methods, and | will
describe a couple of di erent approaches. | will discuss recent progress with this problem,
including implications for Calderdn's inverse conductivity problem.

Incorporating Material-Speci ¢ Priors in a CT Reconstruction
-Segmentation Algorithm
Mikhail Romanov, Technical University of Denmark

Abstract.  We consider CT problems where the end goal is a segmentation of the object.
Information about the materials is not used in classical reconstruction algorithms; it is
used only in the following segmentation step. We develop an algorithm that merges
reconstruction and segmentation into a single process, where prior information about
the material is speci ed in a Hidden Markov Measure Field Model for the classes in the
segmentation. We apply a regularization term that seeks to enforce clustering of the
pixels. Numerical experiments show that this approach in some cases is able to make
better reconstructions and segmentations than the classical methods.
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4. Reconstruction in quantitative photoacoustic tomography by using
sparse representations
Giovanni Alberti, Ecole Normale Supérieure, France

Abstract. A new approach to quantitative photoacoustic tomography based on sparse
representations and multiple measurements is considered. In a di usive regime, when the
di usion, the absorption  and the Griineisen coe cient are all unknown, the recon-
struction of from u, whereu is the light uence, is in general impossible. However,
by exploiting the smoothness of the light uence and multiple measurements, it is possible
to image all the unknown parameters. The reconstruction is based on the sparsity of the
uence and of the parameters with respect to di erent dictionaries. This is joint work
with Habib Ammari.
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Mikko Kaasalainen, Tampere University of Technology, Finland

Many data sources now produce big data billions or trillions of data points and/or
objects. Advanced computational methods are obviously needed in analyzing the data,
but mathematical methods for representing the data and models as compactly as pos-
sible without losing the essential information are at least as important. The talks in
this minisymposium review the mathematical aspects of parametrization, experiment
design, and information content when modelling big data.

Big data in space
Mikko Kaasalainen, Tampere University of Technology, Finland

Abstract. The myriads of asteroids are a vast unmapped territory of our solar sys-
tem. The key data are photometry: measurements of the varying total brightnesses of
the targets in various geometries. This is the only way to model the global-scale shapes
and rotation states of hundreds of thousands of asteroids and thus complete a compre-
hensive map of our solar system. Billions of data points will be obtained with large sky
surveys such as Pan-STARRS, LSST, and Gaia. On the other hand, detailed 3D mod-
els of thousands of asteroids can be obtained by utilizing all available data: photometry,
adaptive optics, interferometry, thermal infrared, radar, and stellar occultations. The new
large European radiotelescope systems ALMA and EISCAT3D are of particular interest
in future data acquisition. These sources sample the target surface in various projective
spaces, and the multiple relationships between the model parameters and data are utilized
simultaneously.

Radio tomography and experiment design
Sampsa Pursiainen Aalto University, Finland

Abstract.  We aim at technological advances and innovations in subsurface imaging with
signal sparsity. Our goal is to enable the detection and classi cation of valuable natural
resources contained by an asteroid, which is vital for future space mining prospects. Due
to strict limitations of space missions, it is necessary to innovate new energy and payload-
e cient technologies to Il the role of seismic blasts, deep boreholes, and high-energy
radars utilized in terrestrial land surveys. It is also essential to develop computational
methods and algorithms that enable the robust recovery of subsurface structures from a
minimal set of sparse data. The key feature for successful results is a careful mission design
phase in which the signaling scenario and inversion procedure are thoroughly studied and
tested. Our research deals with these aspects including numerical simulations, sparse
transmitter and receiver placement, forward and inverse methodology, and tests with
laboratory targets.

44



Minisymposia and contributed talks

3. Next-generation forest models from ubiquitous laser scanning data
Pasi Raumonen,Tampere University of Technology, Finland

Abstract. Laser scanners are becoming smaller and cheaper quickly, and soon mobile
instruments will produce ubiquitous scanning data of forests. This yields huge 3D point
clouds that comprehensively sample the surfaces of all the trees in large forest areas. Our
method automatically extracts individual trees from these point clouds and reconstructs
accurate quantitative structure models of them. The structure models are given as hier-
archical collections of cylinders, and they provide much more information than traditional
measurements (complete 3D branching topology and geometry). Instead of working di-
rectly with the points, we use small subsets of the point cloud corresponding to patches
on tree surface. The patches are more natural objects for surface reconstruction and allow
more e cient processing of the big data. The tree extraction uses the basic properties
of the patches to locate the stems, and the segmentation of the patches into stems and
branches provides the nal tree extraction.

4. Data assimilation for weather and further
Heikki Haario, Lappeenranta University of Technology, Finland

Abstract.  We present an overview of data assimilation methods. The golden standard
of numerical weather prediction is based on re-estimating the recent past to get initial
values for the next prediction period. This optimization utilizes gradient information
provided by linear and adjoint codes. However, no natural treatment for model bias
is provided. Extended Kalman Filter (EKF) would provide that, but it would lead to
matrices costly in computer memory. As a remedy, we combine the linearisation codes with
low-memory optimisers to get approximative EKF for high-dimensional Itering. Special
care, however, must be given to maintain the approximative covariances positive de nite.
Extensions to parallel and ensemble ltering are presented, together with examples of
weather prediction and greenhouse gas tracking by satellite data. Further options include
big data assimilation to forecast trends in other elds, such as the dynamics of endemic
diseases.
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Stochastic inverse problems consider the given data as a random variable instead of
a speci c realization. Their full treatment in an in nite-dimensional setting requires
combining tools from probability theory, functional analysis, numerical mathematics
as well as the background application. The goal of this minisymposium is therefore to
bring together researchers both established experts and young scientists working
on aspects of stochastic approaches to imaging, from stochastic noise models and their
estimation from given data to e cient computational methods for their discretization
and application to biomedical imaging and image processing.

Stochastic inverse problems with impulsive noise
Christian Clason, University Duisburg-Essen, Germany

Abstract. Impulsive noise models such as salt & pepper noise are frequently used in
mathematical image restoration, but are usually restricted to the discrete setting. We
introduce an in nite-dimensional stochastic impulsive noise model based on marked Pois-
son point processes, discuss its properties and show regularization properties of inverse
problems subject to such noise. We also treat the conforming discretization of such noise
models and compare this to the classical discrete impulsive noise.

This is joint work with Laurent Demaret.

On Fractional Tikhonov Regularization
Daniel Gerth, Johannes Kepler University Linz, Austria

Abstract. Regularization methods for compact operators can often be expressed via a
Itering of the singular values. One of the most prominent of these methods is Tikhonov
regularization. Recently, two types of fractional Tikhonov regularization have been in-
troduced in order to deal with the oversmoothing e ect of Tikhonov regularization. We
rst review and extend convergence theory for both methods in the deterministic set-
ting. Then we show convergence of general Iter methods in a stochastic setting. Special
emphasis is put on the discrepancy principle, which in both setting is used to nd an
appropriate regularization parameter. We discuss that in certain cases one may choose a
parameter smaller than one in the discrepancy principle, and show how this can reduce the
oversmoothing e ect of standard Tikhonov regularization. Using the singular value de-
composition we identify cases in which the fractional methods give signi cantly improved
results compared to standard Tikhonov regularization. Numerical examples conclude the
talk.
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3. On parameter identi cation in stochastic di erential equations
Thorsten Hohage, Georg-August-University Géttingen, Germany

Abstract. We present nonparametric estimators for coe cients in stochastic di eren-
tial equation if the data are described by independent, identically distributed random
variables. The problem is formulated as a nonlinear ill-posed operator equation with
a deterministic forward operator described by the Fokker-Planck equation. We derive
convergence rates of the risk for penalized maximum likelihood estimators with convex
penalty terms and for Newton-type methods. The assumptions of our general convergence
results are veri ed for estimation of the drift coe cient. The advantages of log-likelihood
compared to quadratic data delity terms are demonstrated in Monte-Carlo simulations.
This is joint work with Fabian Dunker.

4. A variational inference method for EIT imaging
Bangti Jin, University College London, UK

Abstract. In this talk | will discuss an approximate inference for electrical impedance
tomography. It builds on the Bayesian inference with a sparsity prior. To explore the
posterior distribution, we apply the expectation propagation, which is an iterative scheme
for generating a Gaussian approximation. We shall discuss the scheme and illustrate its
performance.
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Stochastic inverse problems consider the given data as a random variable instead of
a speci c realization. Their full treatment in an in nite-dimensional setting requires
combining tools from probability theory, functional analysis, numerical mathematics
as well as the background application. The goal of this minisymposium is therefore to
bring together researchers both established experts and young scientists working
on aspects of stochastic approaches to imaging, from stochastic noise models and their
estimation from given data to e cient computational methods for their discretization
and application to biomedical imaging and image processing.

Posterior Consistency and Convergence Rates for Bayesian Inversion
with Hypoelliptic Operators
Hanne Kekkonen,University of Helsinki, Finland

Abstract.  Let us consider an indirect noisy measuremenM of a physical quantity U

M(y:!)= AU D+ E(y:!);

where the measurementM (y;! ) and the unknown U(x;! ) are treated as random vari-
ables. We assume white Gaussian noiseE(y;! ) with covariance operator 2I.

If E was taking values inL? then in Gaussian case solving the maximal a posteriori
(and conditional mean) estimate is linked to solving the minimisation problem

T (m) =arg min  kAu mi2, + 2kC, 2uk?

However Gaussian white noise takes values ikl * wheres < 0 is small enough and not in
L2. That is why we present a modi cation of the above approach which covers the case
of white Gaussian measurement noise. We will also consider the question in which space
does the estimate convergence a.s. to a correct solution when the noise variance goes to
zero and show contraction of credible sets.

This is joint work with Matti Lassas and Samuli Siltanen.

2. Total variation image restoration with iterated conditional expectations

Cécile Louchet, University of Orléans, France

Abstract.  We propose a new variant of the celebrated Total Variation image denoising
model of Rudin, Osher and Fatemi, that provides results very similar to the Bayesian
posterior mean variant (TV-LSE) while showing a much better computational e ciency.
This variant is based on an iterative procedure which is proved to linearly converge to
a xed point satisfying a marginal conditional mean property. The implementation is
simple, provided numerical precision issues are correctly handled. Experiments show that
the proposed variant yields results that are very close to those obtained with TV-LSE
and avoids as well the so-called staircasing artifact observed with classical Total Variation
denoising. We also extend the method to image deblurring and zooming, and give similar
conclusions.

This is joint work with Lionel Moisan.
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3. Mixed noise models and their adaption to image data
Carola Schonlieb,University of Cambridge, UK

Abstract.  We will discuss a PDE constrained optimisation approach for the adaption
of statistically motivated noise models to applications where the noise can be explained
by a single or multiple distributions. Starting with a generic variational regularisation
approach an optimal combination being either a sum or an in mal convolution of
data delity terms is learned on the basis of a training set of image data and ground truth
images. Models are optimised and analysed in function space and their performance is
evaluated on noisy photographs as well as simulated medical imaging data.

This is joint work with Luca Calatroni and Juan Carlos De Los Reyes.

4. What is the spatial resolution of a microscope?
Frank Werner, Max-Planck-Institute for Biophysical Chemistry Goéttingen, Germany

Abstract. Suppose we are given a microscope the imaging process of which can be
modeled by a linear periodic convolution equation
i z i
Y, =(Tf) 5 = h 5 y f(y)dy+ i; i2f1;:::;ngd:
[0;2°

Hereh 2 L2 [0; l]d denotes the periodic convolution kernel and N 0; 2 models
measurement noise. It is physically evident that the properties of the microscope are
determined by h, including the spacial resolution.

We will discuss some asymptotic hypotheses testing problems concerned with the
detection of vanishing signals and the identi cation of the number of signals. The results
are used as a proxy for de ning the spacial resolution of the microscope for a given
measurement setup with nite n 2 N.
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State-of-the-art mathematical inversion techniques are making breakthroughs in image
processing and other areas of technology. Although proven in practise, very little is
actually known analytically about the solutions to these mathematical models, and the
behaviour of relaxations of more complex models. Yet, this would be desirable from
the point of view of reliability of the techniques in critical real-life applications. This
minisymposium concentrates on recent analytical results on regularisation techniques,
with emphasis on image processing.

Convex approximation of Euler's elastica via functional lifting: More
feasible than expected?
Benedikt Wirth, University of Miinster, Germany

Abstract. The elastica energy of an image is the integrated squared curvature of all
its level lines and serves as an important regularisation in image processing and inverse
problems. It is possible to nd a convex approximation by a lifting-technique: here, the
level lines of an image are represented as line measuresR? S' R whose support is in
points (x; ; ) such that x belongs to the level line and; are its normal and curvature
at x. After introducing the details of this lifting we discuss some properties that are
shared by the elastica energy and its convex approximation and that shed some light on
how closely both are related. We will also introduce a proper numerical discretisation for
the lifting approach.

Some regularity questions regarding a generalized Willmore functional
Simon Masnou, Institut Camille Jordan, University Lyon 1, France

Abstract.  The talk will be devoted to both the Willmore functional (i.e. the L2 norm of
the mean curvature, and its generalizations toLP) and lifted versions in suitable function
spaces. These functionals are natural second-order regularization energies in various prob-
lems in image processing and computer graphics, e.g. image inpainting, surface smoothing
or completion, segmentation, etc.

The talk will focus on various questions regarding the regularity and singularity prop-
erties carried by generalized Willmore functionals which arise when addressing relaxation
and approximation issues in both theoretical and numerical contexts.
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3. Structure of solutions of the TGV regularisation problem
Kostas Papa tsoros, CCA, University of Cambridge, UK

Abstract.  The total generalised variation (TGV) functional is a high quality regulariser
that was recently introduced by Bredies et al. as an improvement to total variation (TV)
and has been successfully applied to a variety of imaging tasks. Images obtained with
TV regularisation su er from well know artifacts, i.e., the staircasing e ect, something
that TGV eliminates. However, the regularising mechanism of TGV is not as clear as
that of TV. In this talk we give some more insights into that mechanism by presenting
some results regarding exact solutions of the TGV denoising problem. This is joint work
with Kristian Bredies, University of Graz. We will continue with an analytical study
of some recently proposed rst order in mal convolution functionals involving the total
variation and LP norms of the gradient, which can still signi cantly reduce the staircasing
e ect. This is joint work with Evangelos Papoutsellis, Carola Schénlieb from University
of Cambridge and Martin Burger from University of Minster.

4. The jump set under geometric regularisation
Tuomo Valkonen, DAMTP, University of Cambridge, UK

Abstract.  Let u2 BV() solve the total variation denoising problem with L2-squared
delity and data f. Caselles et al. [Multiscale Model. Simul. 6 (2008), 879 894] have
shown the containmentH™ (J, nJ;) = 0 of the jump set J, of u in that of f. Their
proof unfortunately depends heavily on the co-area formula, as do many results in this
area, and as such is not directly extensible to higher-order, curvature-based, and other
advanced geometric regularisers, such as total generalised variation (TGV) and Euler's
elastica. These have received increased attention in recent times due to their better
practical regularisation properties compared to conventional total variation or wavelets.
We prove analogous jump set containment properties for a general class of regularisers.
We do this with novel Lipschitz transformation techniques, and do not require the co-area
formula.
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processing and other areas of technology. Although proven in practise, very little is
actually known analytically about the solutions to these mathematical models, and the
behaviour of relaxations of more complex models. Yet, this would be desirable from
the point of view of reliability of the techniques in critical real-life applications. This
minisymposium concentrates on recent analytical results on regularisation techniques,
with emphasis on image processing.

1. How generalised singular vectors can help to develop new regularisation
methods
Martin Benning, MIC, University of Lubeck, Germany

Abstract.  Singular value decomposition is the key tool in the analysis and understand-
ing of linear regularisation methods. Recently, the notion and concept of singular vectors
has been generalised to non-linear regularisation methods liké or total variation reg-
ularisation. In this talk we want to present some of the important properties of singular
vectors of one-homogeneous regularisation functionals, and discuss how these generalised
singular vectors can be helpful to develop novel, data-driven regularisation methods.

2. Imaging with Kantorovich-Rubinstein discrepancy
Dirk Lorenz, University of Braunschweig, Germany

Abstract.  We investigate the use of discrepancy terms that do not come from the family
of LP-norms and even do not only rely on pointwise comparisons of functions. We model
images as Radon measures and investigate discrepancies that are motivated by ideas from
optimal transport. It turns out that the so-called Kantorovich-Rubinstein distance is par-
ticularly well suited for computational purposes and is closely related to the Wasserstein-1
distance (also known as earth-movers distance). Especially we study a generalization of
the LY TV model where we replace the*-discrepancy by the Kantorovich-Rubinstein
discrepancy. It turns out, that the resulting model still has some desirable properties such
as a maximum principle but also obeys a mass preservation property. We also point out
relations to Meyer's G-norm model for structure texture decomposition.
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3. Resolving the white noise paradox in the regularisation of inverse prob-
lems
Hanne Kekkonen,University of Helsinki, Finland
Abstract. Our aim is to provide new analytic insight to the relationship between the

continuous and practical inversion models corrupted by white Gaussian noise. Let us
consider an indirect noisy measuremenin of a physical quantity u

m(x) = Au(x) + " (x);

where > 0 is the noise magnitude. If" was an L?2-function Tikhonov regularisation
would gives an estimate

T (m)= argmin  kAu mk?, +  kuk? .

for u. Above = () is the regularisation parameter. Realisations of white Gaussian
noise are almost never inL2, but do belong to HS with probability one if s < 0is small
enough. That is why we present a modi cation of Tikhonov regularisation theory covering

the case of white Gaussian measurement noise. We will also consider the question in which
space does the estimate convergence to a correct solution when the noise variance goes to
zero and what is the speed of the convergence. This is joint work with Matti Lassas and
Samuli Siltanen (University of Helsinki).

4. Nonlinear Di usions of Image Processing and Their Analysis
Patrick Guidotti, University of California at Irvine, USA

Abstract. Two types of well-posed regularizations of the well-known Perona-Malik
equation of image processing will be presented and discussed. One possesses a variational
structure, the other does not. The rst admits a satisfactory theory of global in time
existence at the price of the regularization being stronger. The second does not admit a
general theory of global existence but exhibits desirable dynamical properties. It will be
shown that existence of global in time solutions to a practically relevant class of initial data
can, nevertheless, be obtained. An interesting numerical non-uniqueness phenomenon will
also be highlighted.
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Jean-Marc Delvit, French Space Agency, France
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E cient methods for solving Inverse Problems are required in space imagery for the
image postprocessing as well as for the imaging process itself. The focus of the mini-
symposium will be on Inverse Problems related to the improvement of the image quality
by the image itself, especially for high resolution satellite images such as Pleiades images
at 70cm or Worldviews images at 40cm. The stabilization of the acquisition using
optical ow technics, deblurring images with variational methods and the colorization

of the nal product are the main topics of this mini-symposium.

Stabilization improvements using optical ows
Jean-Michel Morel, CMLA - Ecole Normale Supérieure de Cachan, France

Abstract. Image registration can play a key role to increase the SNR of Earth satellite
images by fusing many successive noisy thin image stripes in real time, before transmit-
ting to the ground the nal fused image. Yet these stripes cannot be fused directly by
addition because their position is altered by microvibrations and other geometric pertur-
bations. These must be compensated using limited onboard computational resources with
high subpixel accuracy and in real time. In this talk we will present a study about the
fundamental performance limits for this problem and propose a real time solution that
nonetheless gets close to the theoretical limits. We introduce a scheme using temporal
convolution together with online noise estimation, optical ow and a non-conventional
multiframe method for measuring global translation. Finally, we will compare our results
with the theoretical bounds and other state-of-the-art methods. The results are conclusive
on the fronts of accuracy and complexity. Joint work with M. RAIS.

Blind deblurring
Lionel Moisan, Paris Descartes University, France

Abstract. When considering the way an image can be reconstructed from its Fourier
Transform, it clearly appears that the phase component of the Fourier Transform must
be very accurate to produce sharp edges and non-oscillatory smooth regions. This phase
coherence has beeen recently used to build no-reference image quality metrics that are sen-
sitive to blur, noise, and ringing. Using these metrics to perform blind image deblurring

is possible, but entails unusual variational formulations which involve non-convex func-
tionals. In this talk, we shall discuss and illustrate several possibilities in that direction to
improve image sharpness while controlling image quality (and in particular ringing) using
these metrics. Joint work with A. LECLAIRE.
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3. A pansharpening image fusion model applied to satellite images
Toni Buades, UIB - University of the Balearic Islands, Spain

Abstract. Many satellites, including the recently launched Pléiades, decouple the ac-
quisition of a panchromatic image at high spatial resolution from the acquisition of a
multispectral image at lower spatial resolution. The pansharpening problem refers to the
fusion process of inferring a high-resolution multispectral image from a high-resolution
panchromatic image and a low-resolution multispectral one. To solve this problem, we
present a functional that incorporates a nonlocal regularization term and two delity
terms. The rst one imposes the spatial correlation between the high-resolution panchro-
matic data and the same band from the pansharpened image based on the information
from the low-resolution multispectral image while the second one preserves the colors
from the low-resolution channels. This model is applied on real images from the satellite
Pléiades thanks to a joint project with CNES, the French spatial agency. Joint work with

J. DURAN, B. COLL, C. SBERT.

4. Active optics for Earth observation telescopes
Jean-Marc Delvit, French Space Agency, France

Abstract. After the success of Pléiades Earth observation satellites launched in 2011
and 2012, CNES (French Space Agency) works on the next generation of very high resolu-
tion telescopes, addressing range from 20 to 30 cm images acquired from heliosynchronous
orbits with 700 km altitude. The telescope size is linearly dependent on the targeted res-
olution, this implies both large and heavy primary mirrors. In order to be compliant
with the constraints of low cost launcher, mirrors are extruded to reduce their weight;
consequently images are blurred due to optical aberrations. Thanks to active optics,
aberrations are monitored and taken into account for actuating a deformable mirror and
thus optimizing the nal image quality. New technics measuring the wave front error will
be presented, enlarging the Pléiades ones. These technics are applied on di erent land-
scapes, including stars, and are based on phase diversity algorithms or Shack-Hartmann
wavefront sensors. Joint work with G. BLANCHET, C. LATRY, C. THIEBAUT.

5. Phase diversity for extended landscape
Hayato Ikoma, Ecole Normale Supérieure de Cachan, France

Abstract. Satellite images are often deteriorated by wavefront aberrations due to the
imperfection of the imaging system. To correct this aberration with a spatial light modu-
lator, a number of techniques have evolved to estimate the wavefront distortions. Among
those techniques, phase diversity method is developed to deal with images of extended
landscapes, which cannot be handled by Gerchberg-Saxton style algorithms. The phase
diversity method estimates the phase of wavefronts from two or more images with di erent
focuses. In the present research, we attempt to improve this method in terms of com-
putational cost and robustness. We numerically evaluate its performance on simulated
blurred images.
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M13-1: Discretization of Inverse Problems in Banach spaces (Part 1)

Scheduled:

Organizers:

Description:

Talks 1.
details:

Parallel Session 1 Monday, May 25 13:30 15:30 in F26-LS115

Barbara Kaltenbacher, Alpen-Adria-Universitat Klagenfurt, Austria
Christiane P&schl, Alpen-Adria-Universitat Klagenfurt, Austria

After recent achievements on regularization in general Banach spaces, the natural next
step towards computational implementation is discretization of these methods. The
latter is much less straightforward than in the classical Hilbert space setting, since in
nonseparable Banach spaces like BV or L1, the question arises under which conditions
there still exists a sequence of nite dimensional approximations converging to the exact
solution. Moreover, discretized approximations should as much as possible preserve
the properties of the special spaces and functionals used on the underlying in nite
dimensional spaces such that they still enhance certain features of the solution or
re ect some realistic noise model. Since e ciency is an important issue especially in
inverse problems involving costly evaluations of forward operators (such as solutions of
PDEs) the discretization should also be adaptive. Finally, discretization itself can have
a regularizating e ect, as well-known in the Hilbert setting. Also here we will focus on
recent results in re exive and nonre exive Banach spaces.

Semi-discrete equations in Banach spaces: The approximate inverse ap-
proach
Andreas Rieder,Karlsruhe Institute of Technology, Germany

Abstract.  (joint work with Thomas Schuster und Frank Schépfer)

Semi-discrete operator equations arise naturally in applications as only nitely many
observations can be recorded. In a Hilbert space setting the method of approximate
inverse has proven to be a competitive regularization scheme which is fully discrete for
linear semi-discrete equations. In this talk we extend the approximate inverse to rather
general Banach spaces and show convergence and stability. All used abstract concepts
are made speci ¢ by a simple example where the integration operator acts on the space of
continuous functions. Further, we highlight the di erence of a Hilbert space and a Banach
space framework for this example.

Iterative Tikhonov regularization for bang-bang control problems
Daniel Wachsmuth, University of Wirzburg, Germany

Abstract. Bang-bang optimal control problems are instances of ill-posed optimization
problems. In the talk, investigations on iterative Tikhonov regularization are presented.
Monotonicity properties of the iteration process play a crucial role in the convergence
analysis. Under the assumption of a projected source condition convergence rates are
derived. Here, the lack of attainability considerably complicates the analysis. The talk
ends with perspectives on open problems.

Bregman-distance in Bayesian inverse problems
Tapio Helin, University of Helsinki, Finland

Abstract.  Bayesian inversion is challenged by the question: how to choose a good rep-
resentative to the posterior distribution? The choice of an estimator is especially poorly
understood topic in in nite-dimensional non-Gaussian inverse problems. Here we discuss
the maximum a posteriori (MAP) estimate and its de nition for in nite-dimensional prob-
lems. Moreover, we consider how Bregman distance can be used to characterize the MAP
estimate.
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4. Finite dimensional approximation of convex regularization via hexago-
nal pixel grids
Christiane P&schl, Alpen-Adria-Universitat Klagenfurt, Austria

Abstract. (joint work with Clemens Kirisits, Elena Resmerita, and Otmar Scherzer)

We extend the existing convergence analysis for discrete approximations of minimizers
of convex regularization functionals. In particular, some solution concepts are generalized,
namely the standard minimum norm solutions for squared norm regularizers and the
R -minimizing solutions for general convex regularizers, respectively. A central part of
the work addresses nite dimensional approximations of solutions of ill-posed operator
equations with basis functions de ned on hexagonal grids, which require the novel solution
concept.
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M13-1l: Discretization of Inverse Problems in Banach spaces (Part 2)
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Parallel Session 3 Tuesday, May 26 13:30 15:30 in F26-LS115

Barbara Kaltenbacher, Alpen-Adria-Universitat Klagenfurt, Austria
Christiane P&schl, Alpen-Adria-Universitat Klagenfurt, Austria

After recent achievements on regularization in general Banach spaces, the natural next
step towards computational implementation is discretization of these methods. The
latter is much less straightforward than in the classical Hilbert space setting, since in
nonseparable Banach spaces like BV or L1, the question arises under which conditions
there still exists a sequence of nite dimensional approximations converging to the exact
solution. Moreover, discretized approximations should as much as possible preserve
the properties of the special spaces and functionals used on the underlying in nite
dimensional spaces such that they still enhance certain features of the solution or
re ect some realistic noise model. Since e ciency is an important issue especially in
inverse problems involving costly evaluations of forward operators (such as solutions of
PDEs) the discretization should also be adaptive. Finally, discretization itself can have
a regularizating e ect, as well-known in the Hilbert setting. Also here we will focus on
recent results in re exive and nonre exive Banach spaces.

On self-regularization of illposed problems in Banach spaces by least
squares and least error method
Urve Kangro, University of Tartu, Estonia

Abstract.  (joint work with Barbara Kaltenbacher, Uno Hamarik, and Elena Resmerita)
We consider an ill-posed problemAu = f with linear operator A 2 L (E;F) acting
between Banach spacek, F. The exact right-hand sidef is unknown; instead noisy data
f satisfyingkf  fk with known noise level are given. For nding approximation u,
to the solution u of the problem we discuss the least squares method, where one minimizes
kAu, f k over an-dimensional subspaceE,, E, and the least error method, where
un is the minimal norm solution of the projected equation. For the case of exact data we
give conditions under which there is a unique solutionu, and ku, u k! Oasn!1l
If the data are noisy, then one can choose the dimension = n( ) as the regularization
parameter depending on the noise level in such way that ku,(y uk! Oas ! 0.
For the choice of dimensionn = n( ) we consider a priori rule and a posteriori choice by
the discrepancy principle and by the monotone error rule.

2. A posteriori choice of the dimension in self-regularization of ill-posed

problems by the collocation method
Uno Hamarik, University of Tartu, Estonia

Abstract.  (joint work with Barbara Kaltenbacher, Urve Kangro, and Elena Resmerita)

We concern ill-posed problemsAu = f with linear operator A acting between two
Banach spaces. Noisy dataf , kf fk with known noise level are given. We
consider solution of this problem by the collocation method, requiring that approximate
solution up, satis es the equation in n gridpoints. For the case of exact data ( = 0) the
conditions for the convergenceku, u k! 0O (n!1 ) tothe exact solution u are
given. If these conditions hold but the data are noisy, it is possible to choosa = n( )
so that ku,(y u k! Oinprocess ! 0. Such regularization by discretization is called
self-regularization, here the regularization parameter is the number of gridpoints. We
give conditions for self-regularization ifn = n( ) is chosen by the discrepancy principle.
Numerical examples for solution of Volterra integral equations of the rst kind by spline-
collocation will be given.
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3. Recovering delta-peak solutions for inverse problems by image-side dis-
cretization in Radon space
Kristian Bredies, University of Graz, Austria

Abstract. We study the ill-posed problem of solving linear equations in the space
of nite Radon measures with Banach space data. Our focus is on regularization by
discretization on the image side, i.e., the approximation of the forward operator by a linear
mapping with nite-dimensional range and the minimization of the Radon norm subject to
the approximated operator admitting approximate discrete data. Besides regularization
properties, this approach, which is still in nite-dimensional in general, is shown to give
nite delta-peak solutions, making it in particular suitable for sparse recovery as well as
amenable to numerical algorithms. The design of the latter is dicussed more in detail and
a method which bases on the insertion and removal of delta peaks at arbitrary positions
is introduced. Finally, we demonstrate how this algorithm can be applied numerically to
sparse deconvolution problems.

4. Mesh adaptivity for the discretization of sparse elliptic control problems
Konstantin Pieper, Technical University Munich, Germany

Abstract.  (joint work with Dominik Meidner and Boris Vexler)

We consider nite element discretization of elliptic optimal control problems where the
cost term is convex, but not di erentiable. Speci cally, we will focus on the case where the
cost term is anL?! type norm and optimal solutions only exist in the space of measures.

Due to the low regularity of the control, globally re ned meshes are not optimal. For
the construction of an adapted mesh, we derive local error indicators a posteriori. To
this purpose, we introduce an additional L? regularization term for the control. The
estimate of the discretization error is then based on the DWR (dual weighted residual)
method, whereas the regularization error is estimated by an asymptotic model. The
contributions of the error stemming from regularization and discretization are balanced
within an adaptive algorithm.
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M14-I: Aggregation and Joint Inversion. Challenges for Numerical Regular-
ization Methods (Part 1)
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Organizers:
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2.

Parallel Session 4 Tuesday, May 26 16:00 18:00 in F26-LS115

Sergei Pereverzyev,Johann Radon Institute, Austria
Volker Michel, University of Siegen, Germany

Modern regularization theory has developed several approaches for the numerical treat-
ment of inverse problems. However, their theoretical justi cation is often limited by
some restrictive and hardly veri able conditions. The way to gain from a variety of
regularization methods is to use an aggregation of them. At the same time, in many
applications an aggregation is often used for the joint inversion of di erent kinds of
data sets. In the Minisymposium, we plan to discuss aggregation in general and ap-
plications of joint inversions. We expect to bring together experts which have made
recent contributions to the topic and discuss open problems.

Analytic reconstructions for PET, SPECT, MEG and EEG
George Kastis,Academy of Athens, Greece

Abstract. Analytical reconstructions as well as appropriate numerical implementa-
tions for the important imaging techniques of Positron Emission Tomography (PET),
Single Photon Computerised Emission Tomography (SPECT), Magneto-encephalography
(MEG) and Electro-ecephalography (EEG) will be reviewed. The numerical implemen-
tations for PET and SPECT are based on the Spline Reconstruction technique. The
e ectiveness of this technique in comparison to FBP and OSEM will be demonstrated us-
ing synthetic as well as real data. The numerical implementations of MEG and EEG are
based on state of the art codes for the numerical evaluation of certain auxiliary functions
appearing in the relevant analytical formulae. The e ectiveness of reconstructions of the
neuronal current using either real EEG or real MEG data will be demonstrated. Joint
work with A.S. Fokas and N.E. Protonotarios.

A regularized joint inversion of electric and magnetic data by means of
a best basis algorithm
Sarah Orzlowski, University of Siegen, Germany

Abstract. In many applied (ill-posed) inverse problems, the reconstruction of a phys-
ical quantity from di erent sets of given data, which yield complementary information,

is required. In the inverse magneto-electroencephalography problem, it is the aim to re-
construct the neuronal currents inside the cerebrum via given data of the magnetic eld
(MEG) outside the head and the electric potential (EEG) on the scalp. We can prove
that certain parts of the current are invisible for the MEG and others for the EEG. Hence,
with a joint inversion of these data a better reconstruction can be obtained.

In order to perform a simultaneous inversion, we use the regularized functional match-
ing pursuit algorithm (RFMP). The challenge is to decompose the neuronal current into
suitable functions, characterize the null spaces of the occurring operators, and construct
an appropriate dictionary. Due to the ill-posedness of this problems, an adequate regu-
larization term and parameter is required.
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3. Fully probabilistic inversion for earthquake source parameters in the
context of seismic tomography
Karin Sigloch, University of Munich, Germany

Abstract. Seismic tomography, the 3-D imaging of the earth's interior, requires
joint inversion for volumetric structural properties, and for properties of the earthquakes
that act as seismic wave sources. The rst sub-problem, inversion for structure, is
very high-dimensional, and may involve multiple types of data and parameters. The
second sub-problem, inversion for the signal sources, is nonlinear, always features
multiple physical parameter types, but can be condensed to only 10-20 unknowns.
Hence source estimation is a joint inversion challenge, and it crucially conditions
the outcome (image sharpness and resolution) of the subsequent inversion for earth
structure. Linearized source inversion meets its limits in the processing of large, noisy
data sets. Here we present recent work on fully probabilistic inversion for earthquake
sources, which casts our experience with linearized approaches as prior knowledge.
Crucially, it yields full and joint parameter uncertainties, which can be properly propa-
gated into the subsequent, linearized imaging problem. Joint work with Simon C. Stahler.

References

[1] Stahler, S. C., and K. Sigloch. Fully probabilistic seismic source inversion - Part 1:
E cient parameterisation. Solid Earth, 5, 1055-1069, 2014. doi:10.5194/se-5-1055-
2014

4. Two-parameter discrepancy principle for regularization of discrete ill-
posed problems
Teresa Regi«skajnstitute of Mathematics of the Polish Academy of Sciences

Abstract.  Regularization methods for solving an ill-posed problem can be formulated in
in nite dimensional spaces where the problem is posed, or in nite dimensional spaces for
a discrete problem. In practice, we often deal with a nite dimensional approximation of
the initial ill-posed problem (discrete ill-posed problem). In this presentation the second
approach will be discussed.

For an ill-posed problem that is formulated as an equation in Hilbert spaces with a
linear bounded operator with unclosed range, we will consider a combination of nite
dimensional projection method and Tikhonov regularization method. A novelty of our
approach lies in the fact that the dimension of the projection is treated as the second
parameter of regularization. A new two-parameter discrepancy principle de nes a dis-
crepancy set for any data error bound. We focus on the order of convergence with respect
to data error: Let us assume that regularization parameters (i.e. the dimension of the
projection and the Tikhonov regularization parameter) belong to the discrepancy set and
standard source conditions are satis ed. It will be shown that in this case we get the op-
timal order of accuracy which is equal to a maximum of the two: the order of convergence
of the projection method and the order of convergence of the Tikhonov regularization. It
is true also in the case of non-convergent projection method. On the other hand, we can
omit the known saturation e ect of Tikhonow regularization, when we use a convergent
projection method with su ciently large quali cation, for instance, the truncated SVD.
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Sergei Pereverzyev,Johann Radon Institute, Austria
Volker Michel, University of Siegen, Germany

Modern regularization theory has developed several approaches for the numerical treat-
ment of inverse problems. However, their theoretical justi cation is often limited by
some restrictive and hardly veri able conditions. The way to gain from a variety of
regularization methods is to use an aggregation of them. At the same time, in many
applications an aggregation is often used for the joint inversion of di erent kinds of
data sets. In the Minisymposium, we plan to discuss aggregation in general and ap-
plications of joint inversions. We expect to bring together experts which have made
recent contributions to the topic and discuss open problems.

Combining Downward Continuation and Local Approximation for Har-
monic Potentials
Christian Gerhards, University of Vienna, Austria

Abstract. Recent satellite missions supply us with highly accurate geomagnetic and
gravitational data. Both, the gravitational and the lithospheric magnetic eld can be
represented via harmonic potentials at satellite altitude. Making conclusions on these
potentials at the Earth's surface involves the ill-posed problem of downward continuation.
The use of measurements at or near the Earth's surface does not su er from this ill-
posedness. However, such measurements are only locally/regionally available and are
typically of lesser quality than satellite data.

In this talk, we present a possibility to combine satellite data and ground data for
an improved approximation of the harmonic potential. A two-step approximation that
addresses the di erent properties of ground and satellite data is discussed. The involved
convolution kernels are constructed in such a way that they pay tribute to the ill-posedness
of the downward continuation of satellite data and the local/regional availability of ground
data.

On the adaptive polynomial approximation from globally and locally
available data
Sergiy Pereverzyev Jr,University of Innsbruck, Austria

Abstract.  Many applications require a polynomial reconstruction of an unknown target
function from data measured by di erent physical principles. Some of these data are
available globally, while the others are given locally only on a subset of the domain of the
target function. The qualities of globally and locally available data are di erent: the local
data are usually more accurate. Nevertheless, one tries to use the whole amount of data
and construct a family of polynomial approximations of the target function, where each
approximation depends on the values of some turning quantities, such as regularization
parameters. In this talk, we are going to present a rather general approach to the choice of
the approximation whose accuracy is as close as possible to that of the best approximation
in the constructed family. The idea of this approach can be traced back to the concept of
aggregation developed in the statistical literature. In the talk, we are going to introduce
this concept in the context of combination of di erent data models.
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CANCELLED

. Two-parameter regularization of ill-posed spherical pseudo-di erential
equations in the C-space
Pavlo Tkachenko, Johann Radon Institute, Austria

Abstract. In this talk, a two-step regularization method is used to solve an ill-posed
spherical pseudo-di erential equation in the presence of noisy data. For the rst step of
regularization we approximate the data by means of a spherical polynomial that minimizes
a functional with a penalty term consisting of the squared norm in a Sobolev space.
The second step is a regularized collocation method. An error bound is obtained in
the uniform norm, which is potentially smaller than that for either the noise reduction
alone or the regularized collocation alone. We discuss an a posteriori parameter choice,
and present some numerical experiments, which support the claimed superiority of the
two-step method.

. The Regularized Orthogonal Functional Matching Pursuit for Ill-Posed
Inverse Problems
Roger Telschow,University of Siegen, Germany

Abstract.  We propose an iterative greedy algorithm for the solution of ill-posed inverse
problems. The unknown signalF is expanded in terms of functions which are iteratively
picked from a large redundant set of functions. The method is able to combine arbitrary
trial functions such that di erent types of functions can be used while a Tikhonov regu-
larization stabilizes the solution. Since there is no need to solve any system of equations
or any integration problem, the method also provides the ability to handle very large
amounts of data or extremely irregularly distributed data. Moreover, the algorithm is
constructed to deal with data of the formy = FF  R! with continuous linear operator
F. Thus, it is also able to combine di erent types of data for a joint inversion. In the
case that wavelets are incorporated, we additionally obtain a multiresolution of the signal.
Numerical experiments are presented
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Simon Arridge, University College London, UK
Martin Burger, University of Munster, Germany

Within multimodality imaging, the requirement to simultaneously reconstruct several
images that are spatially pre-registered, is becoming a problem of increasing interest.
In the case where both inverse problems are ill-posed, one may approach regularisation
either for each modality seperately, or as a joint problem; the latter approach calls for
the de nition of joint priors that exploit the cross-information between images. Such
priors may de ne a constraint in terms of joint statistical information, joint structural
information, joint sparsity, or a combination of these concepts. In this minisymposium
we bring together several researchers to present recent theoretical and computational
advances in this area. Part 1 will focus on basic aspects of joint structural priors.

Joint inversion using structural priors
Eldad Haber, University of British Columbia, Canada

Abstract. Geophysical sensors can collect many types of data over the same area. In
this talk we explore mathematical techniques to fuse the data in a process of data fusion
which leads to joint inversion. We will discuss di erent methodologies, depending on the
a-priori information and illustrate by a few practical examples.

Information Tomography

Stefano Pedemonte Massachussets General Hospital, USA and Aalto University, Fin-
land

Abstract. Tomographic reconstruction is often posed as the problem of nding the
image that explains the observed line integrals at best. We describe for the rst time
posterior sampling of tomographic images and an algorithm for e cient posterior sampling
of high dimensional imaging data. We describe the algorithm in the framework of arti cial
intelligence and discuss the use of the reacher imaging data obtained by posterior sampling.
Joint work with Koen van Leemput.
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3. In-vivo multi-contrast joint MR-PET image reconstruction: Initial nd-
ings in a clinical setting
Florian Knoll, New York University, USA

Abstract. With current MR-PET systems multi modality imaging data can be col-
lected simultaneously. The increased diagnostic insight provided by the complementary
ways of generating contrast and the reduced radiation in comparison to PET-CT makes
these systems very attractive in research scenarios, but they are still not established in
daily clinical use. One of the major challenges is the increased complexity and examina-
tion time of the MR-component. While a regular PET scan of a single bed position is
regularly performed in 5mins in routine examinations, the corresponding MR protocol is
comprised of a set of sequential sequences each encoding a speci ¢ required contrast. As
a consequence data acquisition can easily exceed 30mins. This leads to a very ine cient
use of the PET component which is often unacceptable considering the high throughput
required in clinical departments and raises the demand for more e cient MR data col-
lection. We propose a dedicated data acquisition and image reconstruction scheme for
MR-PET where correlations between the anatomical structures of the two modalities are
exploited during image reconstruction. This is achieved by using a joint sparsity regular-
izer, while enforcing consistency to the raw data of each modality. In this way the data
are treated on truly equal footing and our in-vivo clinical results show improved image
quality of both MR and PET in comparison to currently employed separate reconstruc-
tion pipelines. The approach also allows for higher MR undersampling rates and as a
consequence data acquisition can be pushed towards a comprehensive 5min exam that
provides both PET with an improved point spread function as well as multi-parametric
quantitative MR information together with the variety of contrasts that are needed in
clinical exams.

4. Sparsity in data and image an experimental prospect
Manuchehr Soleimani,University of Bath, UK

Abstract.  In this talk we discuss the problem of electrical impedance tomography (EIT)

in 3D. First assuming a large number of electrodes, say 256, which could result to very
large number of measurement data? A compressive sampling method so-called model-
based CoSaM is used for data reduction. If data collection process is sequential, which
is the case for most EIT systems, and then the data collection time will be very long.
We propose a compressive sampling method to reduce the number of measured data by
marinating the quality of reconstructed images. Second, we discuss the issue of large scale
3D EIT inversion algorithm. We adapt a Gradient projection for sparse reconstruction
(GPSR) based compressive sensing for large scale EIT inverse problem and with further
modi cations to GPSR making it suitable for imaging small anomalies such as breast
cancer imaging. Inversion results are compared with traditional conjugate gradient least
square based image reconstruction algorithm.
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M15-I1: Regularisation Techniques for Joint Image Reconstruction Problems
(Part 2)

Scheduled: Parallel Session 10 Friday, May 29 16:00 18:00 in SALI 10

Organizers: Simon Arridge, University College London, UK
Martin Burger, University of Munster, Germany

Description:  Within multimodality imaging, the requirement to simultaneously reconstruct several
images that are spatially pre-registered, is becoming a problem of increasing interest.
In the case where both inverse problems are ill-posed, one may approach regularisation
either for each modality seperately, or as a joint problem; the latter approach calls for
the de nition of joint priors that exploit the cross-information between images. Such
priors may de ne a constraint in terms of joint statistical information, joint structural
information, joint sparsity, or a combination of these concepts. In this minisymposium
we bring together several researchers to present recent theoretical and computational
advances in this area. Part 2 will focus on tomographic problems.

Talks 1. Laminar CT reconstruction via sparsity constrained debluring
details: Thomas Blumensath, University of Southampton, UK

Abstract. Whilst standard x-ray tomographic reconstruction assumes a linear x-ray
transmission model, the multispectral nature of most x-ray sources leads to non-linear x-
ray attenuation, which are hard to correct for when scanning multi material objects with
widely varying mass attenuation coe cients. In these cases, non-linear x-ray transmission
models can be used. In this talk | will explore the use of di erent advanced non-convex
constraints to improve the tomographic reconstruction if limited x-ray projections are
available. The non-linear x-ray transmission model leads to a matrix valued inverse prob-
lem and di erent non-convex constraints can thus be applied, including low-rank models,
non-negative matrix factorisation models as well as di erent joint sparsity constraints.

2. Joint reconstruction of PET-MRI by exploiting structural similarity
Matthias Ehrhardt, University College London, UK

Abstract. Combined positron emission tomography (PET) and magnetic resonance
imaging (MRI) scanners allow us to simultaneously image structure and function of the
human body. The PET data suers from low resolution and high noise while under-
sampling in MRI does not guarantee a unique solution. As function follows structure, the
solutions of these inverse problems are a priori expected to show similar shapes. We will
exploit this fact by a prior which takes structural similarity into account. Our numerical
results indicate that joint reconstruction of PET and MRI with a prior on the structure
yields sharper, better de ned PET images while under-sampling artefacts in MRI can be
reduced. Thus, joint reconstruction can be bene cial to both modalities.
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3. Exploiting Joint Gradient Sparsity in Multi-Channel Image Reconstruc-
tion
Eva-Maria Brinkmann, University of Minster, Germany
Abstract. In many applications where one encounters color or more generally speaking
multichannel images the di erent channels exhibit very similar structures and are in this
sense correlated. As the structure of an image is encoded in its gradient, it seems to
be most natural to consider joint gradient sparsity as a prior for multichannel image
reconstruction or denoising.

Motivated by these observations we introduce a novel reconstruction scheme that
generalizes and extends the concept of Bregman iterations as proposed by Osher et al 2005
to multichannel images: For one-homogeneous functionals our new method iteratively
enforces a joint subgradient by using a weighted sum of Bregman distances between the
di erent image channels. In the case of total variation regularization this promotes a
solution with similar edge sets of the di erent image channels. To illustrate the potential
of our approach we present rst results for color image processing and biomedical image
reconstruction.

4. Bi-modal image reconstruction using the Mumford-Shah model with an
application to PET-MRI
Thomas Page,University of Bremen, Germany

Abstract. Biomedical imaging aims at visualizing structural or functional information
necessary for example in pharmaceutical research or clinical diagnosis. Some recent devel-
opments focus on multi-modality technologies to enrich image information. In this talk we
consider a bi-modal image reconstruction setting, where the edges of the underlying im-
ages are correlated and one modality is severely more ill-posed than the other. We assume
that edge information of the better posed problem is available beforehand and reliable.
Based on the Mumford-Shah model we present a variational approach to the reconstruc-
tion task, that makes use of the additional edge information. Furthermore we present
variational approximations in the sense of -convergence, that allow numerical implemen-
tations of the model. The resulting algorithm alternates between an image reconstruction
and image segmentation step. We will present preliminary results for PET-MRI.
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M16-1: E cient Reconstruction Methods for Electrical Impedance Tomog-
raphy and Inverse Scattering (Part 1)

Scheduled:

Organizers:

Description:

Talks
details:

1.

3.

Parallel Session 6 Thursday, May 28 13:30 15:30 in AUD XII

Roland Griesmaier, Universitat Wirzburg, Germany
Nuutti Hyvbénen, Aalto University, Finland

Inverse scattering and electrical impedance tomography have been very active elds of
research in recent years. New trends have emerged that have allowed to obtain fur-
ther insights and encouraging results for these well established and fascinating inverse
problems. The minisymposium focuses on innovative contributions in this direction,
considering both theoretical results and numerical algorithms.

Multi-frequency MUSIC for electrical impedance tomography
Roland Griesmaier, Universitat Wiirzburg, Germany

Abstract. We consider a multi-frequency impedance imaging technique that uses ob-
servations of boundary voltages generated by a collection of AC boundary currents that
have the same spatial distribution and only di er in their driving frequency. The aim is
to identify and determine the locations of small focal conductivity inhomogeneities. We
discuss the potential and the limitations of a MUSIC-type reconstruction method for this
setting in dimension two: While the position of a single obstacle will always be detected
with su ciently many di erent driving frequencies, the identi cation of multiple obsta-
cles may fail for certain exceptional geometrical con gurations. We will also show that,
generically, the given measurements allow the determination of the conductivities and per-
mittivities of the conductivity inhomogeneities to facilitate their classi cation. Finally, we
provide arguments to support the claim that it should also be possible to extract shape
information from these data.

This talk is based on joint work with Martin Hanke (Universitat Mainz, Germany).

Sampling Methods and Interior Eigenvalues
Armin Lechleiter, University of Bremen, Germany

Abstract.  We consider a point-electrode model for electrical impedance tomography and
show that current-to-voltage measurements from nitely many electrodes are su cient to
characterize the positions of a nite number of point-like inclusions inside a domain.
We then exploit this characterization for setting up a MUSIC algorithm to image the
inclusions.

Two-electrode-measurements in EIT
Stefanie Hollborn, Universitat Mainz, Germany

Abstract. Electric impedance tomography seeks to visualize an object's interior based
upon current-voltage measurements at the object's boundary. Data are usually collected
by multiple electrodes that are xedly positioned at the surface of the object. This talk
however is concerned with measurements taken by just two point electrodes moved along
the boundary. Depending on the positioning of the electrodes, the data have been termed
sweep or backscatter data of impedance tomography. Those two-electrodes measurements
are used to identify possible anomalies, i.e. regions in the object's interior where the
electrical properties are di erent than anticipated. The derived inversion scheme uses
tools from complex analysis and is exempli ed on data measured by a speci cally designed
tomograph.
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4. A generalized linear sampling method for identifying cracks in unknown

background
Lorenzo Audibert, Inria Saclay lle de France & Ecole Polytechnique, France

Abstract. We shall present a new qualitative method capable of selecting defects in
complex and unknown background from di erential measures of far eld operators: i.e.
measures of the far eld operator for the cases with and without defects. Indeed, the
main di culty is that the background physical properties are unknown. Our approach
exploits the principle of the Generalized Linear Sampling method previously introduced
by the authors as a rigorous alternative to so-called Linear Sampling Method and the
link with solutions to the interior transmission problems. We shall present the theoretical
foundations of the method and some validating numerical experiments. The motivation
behind this work is the identi cation of cracks in concrete like materials. Simulations of
such con gurations will also be discussed.
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Parallel Session 9 Friday, May 29 13:30 15:30 in SALI 6

Roland Griesmaier, Universitat Wirzburg, Germany
Nuutti Hyvbénen, Aalto University, Finland

Inverse scattering and electrical impedance tomography have been very active elds of
research in recent years. New trends have emerged that have allowed to obtain fur-
ther insights and encouraging results for these well established and fascinating inverse
problems. The minisymposium focuses on innovative contributions in this direction,
considering both theoretical results and numerical algorithms.

Construction of invisible conductivity perturbations for the point elec-
trode model in EIT
Lucas ChesnelEcole Polytechnique, France

Abstract. We explain how to build invisible isotropic conductivity perturbations of
the unit conductivity in the framework of the point electrode model for two-dimensional
electrical impedance tomography. We adapt a technique introduced by A.-S. Bonnet-Ben
Dhia and S.A. Nazarov in the paperObstacles in acoustic waveguides becoming invisible
at given frequencies, Acoust. Phys., 59(6):633 639, 2013 The theoretical approach,
based on solving a xed point problem, is constructive and allows the implementation
of an algorithm for approximating the invisible perturbations. The functionality of the
method is demonstrated via numerical examples.

Enhancing residual-based techniques with shape reconstruction features
in EIT
Mach Nguyet Minh, Universitat Stuttgart, Germany

Abstract. The linearized reconstruction method using the Fréchet derivative of the
Neumann-to-Dirichlet map with respect to the conductivity has been widely used in prac-
tice for many years. In (1), Harrach and Seo have proved that, if a solution of the
linearized equations exists, then it has the same outer support as the true conductivity
change. However, it is not clear whether the linearized equation admits an exact solution.
In this talk, we study how to reconstruct the conductivity change from minimizing the
linearization residual

(1) (o %o:

This is a joint work with Bastian Harrach.

(1) B. Harrach and J. K. Seo , Exact shape-reconstruction by one-step linearization
in electrical impedance tomography SIAM J. MATH. ANAL., Vol. 42, No. 4, pp. 1505
1518.
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3. Edge-enhancing reconstruction algorithm for three-dimensional electri-
cal impedance tomography
Helle Majander, Aalto University, Finland

Abstract. Electrical impedance tomography is an imaging modality for extracting in-
formation on the conductivity distribution inside a physical body using the current and
voltage measurements from the electrodes on the boundary. In this talk we consider the
complete electrode model and assume that the conductivity consists of well de ned inclu-
sions in an approximately constant background, which is the case in many practical appli-
cations. We introduce an iterative algorithm for reconstructing the maximum a posteriori
estimate for the conductivity using an edge-preferring prior. The algorithm combines
priorconditioned lagged di usivity iteration with sequential linearizations of the forward
model, which allows the use of dense unstructured three-dimensional nite element meshes
and a high number of measurement electrodes. We demonstrate the functionality of the
proposed technique with both simulated and experimental data.

4. Exterior approach to inclusion detection in a parabolic inverse boundary
value problem
Jérémi Dardé, Université Toulouse Il - Paul Sabatier, France

Abstract.  We consider the problem of reconstructing xed inclusions characterized by a
Dirichlet condition, in a domain governed by a parabolic equation, from the knowledge of a
so-called Cauchy data on an accessible subpart of the boundary, plus homogeneous initial
condition in the domain. We adapt the exterior approach, initially developed for elliptic
obstacle problems, to this parabolic obstacle problem. In particular, we develop new
quasi-reversibility regularizations for the ill-posed Cauchy problem for parabolic equations,
which are key ingredients in the exterior approach algorithm. 2d numerical experiments
are presented to illustrate the feasibility of the method. This is a joint work with Eliane
Bécache, Laurent Bourgeois and Lucas Franceschini.
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Parallel Session 6 Thursday, May 28 13:30 15:30 in AUD XIV

Balgaisha Mukanova, Eurasian National University, Kazakhstan
Alemdar Hasanoglu, lzmir University, Turkey

The minisymposium is devoted to inverse source problems arising in engineering appli-
cations. Such kind of problems appear in mathematical models of advection, di usion,
chemical reaction, and wave processes in medium and constructions. Some theoretical
and numerical aspects of these problems will be discussed in this minisymposium.

Nonlinear inverse problem for a Itration model: numerical recovery of

parameters

Balgaisha Mukanova, Eurasian National University, Astana, Kazakhstan

Abstract. The inverse problem for a model of ion-exchange lter is considered. The
inverse problem consists of recovery of ion-exchange parameters for a mathematical model
of the Iter operating in non-equilibrium conditions. The model consists of the material
balance equation, the equation describing ion exchange kinetics for a nonequilibrium case
and of the ion exchange isotherm as follows:

)= (gt OG5 (xt)2(0;1) (0;T);
f()=m=(k+1 k))
% Initial and boundary conditions

% i+ k() (et (1)) =0

@
"(x;0)=0; (x;0)=0; for x2 (0;1);
"Oi)="o(t); 0 To()< 1L fort2(0;T);
Measured data are given at the outlet of the lter:
L= 1(t); T2(0T)

A nonlinear term depending on the ion exchange kinetics represents the source term in
the material balance equation. Numerical calculations to the direct problem aimed to
estimate the sensitivity of the measured data with respect to non-linearity parameters
m; k; are carried out. A method for determination of the e ective values of the sought-
for parameters based on the measured data is developed. This is joint work with Natalya
Glazyrina.
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2. Inverse Source Problems for Euler-Bernoulli Beam Equation
Alemdar Hasanoglu,lzmir University, Turkey
Abstract. Inverse problems of determining an unknown spatial and time dependent
load distributions in Euler-Bernoulli beam equation have huge applications in engineering
sciences and control theory. We study here two di erent inverse problems. Inthe rst
inverse problem(de ned as ISPF) one needs to determine the unknown spatial load~ 2
L2(0;1) in the following initial-boundary value problem:
8
3 mXug = (Bl (X)ux ) + FOOH(); (1) 2 7:=(051) (0;T);
u(x;t) =0; u(xt)=0;t2(0;T); x2f0; Ig; 2
u(x;0)=0; u(x;0)=0; x2(0;1);

from the supplementary measurementur (x) := u(x; T), x 2 (0;T), the measured value
of the de ection at the nal time T > 0. Here the time dependent loadH 2 L2(0;T), as
well as the coe cients of equation (2) are assumed to be known. Inthe second inverse
problem (de ned as ISPH) one needs to determine the loadH (t) in (2), from the bending
moment M o(t) := (El (X)uxx )x=0, t 2 (0; T), measured at the left endx = 0 of a beam,
assuming that F (x) is known. The approach given here is based on weak solution theory
for PDEs and quasi-solution method with Tikhonov regularization, combining adjoint
problem approach and Fourier expansion of corresponding input-output operators. In the
case when the coe cient k(x) := EI (x) > 0 is a constant, applying Fourier method to
ISPF we derive the Picard's representation of the input-output operator, which allows to
obtain an approximate regularized solution FN 2 L2(0;1) of ISPF. As a result, we prove
not only an existence and uniqueness of the regularized solutions of problems ISPF and
ISPH, but also propose a new version of the conjugate gradient algorithm (CGA) with
TSVD-initialization. This is joint work with Onur Baysal.

3. Identi cation of a convolution kernel in a nonlinear wave equation
Luk&? eliga, Ghent University, Belgium
Abstract. We consider a bounded domain RN: N 1 with su ciently smooth
boundary . The symbol stands for the outer normal vector associated with . We are

interested in determining of an unknown couple(u; K') obeying the following nonlinear
hyperbolic problem of second order

8
%@U(X:t) u(x;t) + (K u(x))(t) f(xtu(xt), Qu(x;t)) in 0;T);

rou(x;t) = g(x;t); on 0;T); )
g @u(x; 0) = vo(x) in
’ u(x; 0) = uo(x) in

hereT > 0. By K u we denote the usual convolution in time, namely(K  u(x))(t) =
JK (t s)u(x;s)ds . The missing time-convolution kernel K = K (t) will be recovered
from the following integral-type measurement
z
u(x; t)dx = m(t); t2(0;T):

The global in time existence, uniqueness as well as the regularity of a solution are ad-

dressed. A new numerical algorithm based on Rothe's method is designed and error
estimates are derived. This is joint work with Marian Slodifka.
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4. An inverse source problem in parabolic partial di erential equations
Marian Slodifka, Ghent University, Belgium

Abstract. We consider a bounded su ciently smooth domain R"™; n  1with the
boundary . Let A be an elliptic operator of second order. We study an identi cation
problem of a time-dependent source in a parabolic equation. The inverse source problem
consists of nding fu(x;t); h(t)g obeying
8
3 U (x;t) + Au(x;t) h(t)f (x) in 0;T);
Boundary conditions 1)

u(x; 0) = up(x) for x2 ;

The missing function h(t) will be recovered from the following over-speci cation
z
m(t) = u(x;t)dx:

1
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M18-I: Imaging through Complex Media (Part 1)
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Organizers:

Description:

Talks 1.
details:

Parallel Session 1 Monday, May 25 13:30 15:30 in SALI 12

Josselin Garnier,Université Paris 7, France
Knut Solna, UC Irvine, USA

This mini-symposium presents various imaging problems with an emphasis on situa-
tions with complex or non-constant background media. A number of talks will consider
the situation of ne clutter in the medium and their role in imaging, both in the case
of active and passive imaging. In particular the role of multiple wave modes will be
discussed. Various regimes and sampling con gurations will be considered, in particu-
lar the situations with intensity based imaging. Issues of super resolution in complex
media will also be discussed.

Spectroscopic imaging of a cell suspension
Laure Giovangigli, UC Irvine, USA

Abstract. The electric behavior of a biological tissue under the inuence of an
electric eld at angular frequency ! can be characterized by its e ective admittivity
ket 1= of +i!" &, Where ¢ and "¢ are respectively its e ective conductivity and per-

mittivity. Electrical Impedance Spectroscopy measure the admittivity across a a range
of frequencies producing a spectrum showing the change of admittivity with frequency.
The aim of my talk is to prove that this spectrum carries information on the microscopic
structure of the medium. | rst study the case of a periodic repartition of cells in the
medium and then extend the approach to the random case by considering a randomly
deformed periodic medium.

The presented results have potential applicability in cancer imaging, food sciences and
biotechnology, and applied and environmental geophysics.

This work is a collaboration with H. Ammari, J. Garnier, W. Jing and J.-K. Seo.

. Semiclassical analysis of seismic surface waves and an inverse problem

using boundary (virtual) point-source data
Maarten de Hoop, Purdue University, USA

Abstract.  We carry out a semiclassical analysis of surface waves in a medium which is
strati ed near its boundary at some scale comparable to the wave length. Such a medium
can be thought of as a sur cial layer (which can be thick) overlying a half space. We discuss
how the (dispersive) propagation of such waves is governed by e ective Hamiltonians on
the boundary and present a parametrix construction. We then analyze the associated
inverse mixed geometric-spectral problem. Joint work with: A. S&Barreto and R.D. van
der Hilst.
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3. Transport based imaging in random waveguides
Liliana Borcea, University of Michigan, USA

Abstract. The talk is concerned with the application of sensor array imaging in com-
plex environments. The goal of imaging is to estimate the support of remote sources
or strong re ectors using time resolved measurements of waves at a collection of sensors
(the array). This is a challenging problem when the imaging environment is complex,
due to numerous small scale inhomogeneities and/or rough boundaries that scatter the
waves. Mathematically we model such complexity (which is necessarily uncertain in ap-
plications) using random processes, and thus study imaging in random media. | will focus
attention on the application of imaging in random waveguides, and described an imaging
approach that works in strong scattering regimes where the waves recorded at the sensors
are incoherent.

4. Active array imaging without phase information
Miguel Moscoso,Universidad Carlos Ill de Madrid, Spain

Abstract. Imaging using intensity-only (or phaseless) measurements is challenging be-
cause much information about the sought image is lost in the unrecorded phases. In fact,
it is well known that phases encode most of the structural content of the image. This
problem arises, for example, in imaging from X-ray sources or from optical sources, where
the images have to be obtained from the spectral intensities. | will consider the problem
in active array imaging when the sensors only record the intensities of the signals. | will
discuss some of the new imaging strategies proposed in the last years that overcome the
di culties that arise when one uses the classical methods. The main challenge here is to
devise an imaging strategy that is e cient, guarantee the exact solution in the noise-free
case, and is robust with respect to noise. This is joint work with Alexei Novikov and
George Papanicolaou.
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M18-I1: Imaging through Complex Media (Part 2)

Scheduled:

Organizers:

Description:

Parallel Session 10 Friday, May 29 16:00 18:00 in AUD XV

Josselin Garnier,Université Paris 7, France
Knut Solna, UC Irvine, USA

This mini-symposium presents various imaging problems with an emphasis on situa-
tions with complex or non-constant background media. A number of talks will consider
the situation of ne clutter in the medium and their role in imaging, both in the case
of active and passive imaging. In particular the role of multiple wave modes will be
discussed. Various regimes and sampling con gurations will be considered, in particu-
lar the situations with intensity based imaging. Issues of super resolution in complex
media will also be discussed.

Talks 1. Waves and imaging in random media

details:

Josselin Garnier,Université Paris 7, France

Abstract. We analyze a new imaging method called ghost imaging, that can pro-
duce an image of an object by correlating the intensities measured by two detectors, a
high-resolution detector that does not view the object and a low-resolution (single-pixel)

detector that does view the object. We analyze this imaging method when the medium
through which the waves propagate is random. We clarify the role of the partial coher-

ence of the source and we study how scattering a ects the resolution properties of the
ghost imaging function in the paraxial regime: the image resolution is all the better as

the source is less coherent, and all the worse as the medium is more scattering.

2. A mathematical theory of super-resolution by using Helmholtz res-

onators
Hai Zhang, Ecole Normale Supérieure, France

Abstract. A mathematical theory of super-resolution by using Helmholtz resonators
Abstract: We rst brie y review existing super-resolution techniques in practise. We then
introduce the time reversal experiment by using Helmholtz resonators [F. ,Lemoult, M.
Fink and G. Lerosey, Phys. Rev. Lett., 107 (2011), 064301] and propose a mathematical
theory for the super-focusing observed. The super-focusing shall lead to super-resolution
when imaging in the resonant media. The key ingredient of our analysis is a novel method
for calculating the resonance frequencies for Helmholtz resonators and the asymptotics
for the Green's function. This is a joint work with Habib Ammari.

Signal to Noise Ratio analysis in virtual source array imaging
Chrysoula Tsogka, University of Crete, Greece

Abstract. We consider the problem of virtual source array imaging. Motivated by
geophysical applications, we assume that the illuminating array is at the surface of the
earth while the re ector to be imaged is located in a homogeneous slab at some depth. We
also assume that the medium between the re ector and the illuminating array is complex
and strongly scattering. In this setup traditional migration imaging fails since the echoes
from the re ector are lost in the noisy backscattered echoes from the ambient medium.
In virtual array imaging, noisy traces are recorded on an auxiliary receiver array that is
located in the homogeneous slab above the re ector and below the strongly scattering
medium. Imaging is performed by migrating the cross correlations of the recorded eld.
We will illustrate with numerical results the robustness of virtual array imaging and
present an analysis of the signal to noise ratio of the obtained image.
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M19: Inverse Transport and Optical Tomography
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Parallel Session 6 Thursday, May 28 13:30 15:30 in F26-JUHLASALI

Manabu Machida, University of Michigan, USA (Chair : Tanja Tarvainen, Univer-
sity of Eastern Finland)

New approaches and algorithms for inverse transport and optical tomography will be
discussed. The minisymposium focuses on di erent types of optical tomography based
on the radiative transport equation. The minisymposium also focuses on other inverse
problems in which the concept of optical tomography is used.

Quantitative PhotoAcoustic Tomography using the Radiative Transfer
Equation
Simon Arridge, University College London, UK

Abstract.  Quantitative photoacoustic tomography involves the reconstruction of a pho-
toacoustic image from surface measurements of photoacoustic wave pulses followed by the
recovery of the optical properties of the imaged region. The latter is, in general, a non-
linear, ill-posed inverse problem, for which model-based inversion techniques have been
proposed. Here, the full radiative transfer equation is used to model the light propaga-
tion, and the acoustic propagation and image reconstruction solved using a pseudo-spectal
time-domain method. Direct inversion schemes are impractical when dealing with real,
three-dimensional images. In this talk an adjoint eld method is used to e ciently calcu-
late the gradient in a gradient-based optimisation technique for simultaneous recovery of
absorption and scattering coe cients.

This is joint work with B. Cox, T. Saratoon, T. Tarvainen.

Truncated Fourier-series approximation of the time-dependent radiative
transfer equation
Tanja Tarvainen, University of Eastern Finland

Abstract. Radiative transfer equation is widely accepted as an accurate model for
light transport in medium with scattering particles and it has been successfully applied
for example in optical tomography. Due to the computationally expensive nature of
radiative transfer equation, most of these applications have been in frequency domain. In
this work, an e cient method to approximate the solution of the time-domain radiative
transfer equation is considered. The method is based on solving the frequency domain
radiative transfer equation at multiple modulation frequencies and using the Fourier series
representation of the radiance to obtain an approximation of the time-domain solution.
Computational bene ts of the approach are demonstrated with numerical simulations.
This is joint work with Aki Pulkkinen, University of Eastern Finland.
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3. Combinatorial Inverse Problems
Jeremy Hoskins,University of Michigan, USA

Abstract.  The analysis of inverse problems is an essential component of many problems
in discrete mathematics such as graph tomography and resistor networks. In this talk we
explore the relationship between discrete and continuous inverse problems by analyzing
a graph analog of optical tomography. The resulting imaging problem, which we call
discrete optical tomography, di ers from many of the typical problems on graphs, such as
resistor networks, where the focus is primarily on reconstructing functions supported on
the edges, or the set of edges themselves. Instead, we seek to recover vertex properties from
measurements taken on the boundary of the graph. Using a discrete analog of the inverse
Born series we obtain a method for reconstructing the potential under suitable conditions
on the graph and the boundary measurements. Finally, we extend our algorithm to
incorporate multi-frequency data, allowing us to recover the vertex potential when unique
recovery is otherwise impossible.

CANCELLED
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M20-1: Stability estimates for inverse problems (Part 1)
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4

Parallel Session 2 Monday, May 25 16:00 18:00 in SALI 6

Victor Isakov, Wichita State University, USA
Jenn-Nan Wang, National Taiwan University, Taiwan

Most of inverse problems are known to be severely ill-posed. This weakness makes
it extremely dicult to design reliable reconstruction algorithms in practice. It is
therefore important to investigate the stability issue for inverse problems. On the
other hand, in some cases, it has been observed numerically that the stability increases
with respect to some parameter such as the wave number (or energy). Moreover, several
rigorous justi cations of the increasing stability phenomena in di erent settings such as
the Cauchy problems and the inverse boundary value problems were obtained recently.
In this mini-symposium, we hope to bring together several experts whose works touch
upon the stability estimates to discuss their latest results and to exchange new ideas.

Size estimates in inverse problems
Michele Di Cristo, Politecnico di Milano, Italy

Abstract. Detection of inclusions or obstacles inside a body by boundary measurements
is an inverse problems very useful in practical applications. When only nite numbers of
measurements are available, we try to detect some information on the embedded object
such as its size. In this talk we review some recent results on several inverse problems.
The idea is to provide constructive upper and lower estimates of the area/volume of the
unknown defect in terms of a quantity related to the work that can be expressed with the
available boundary data.

A stability result for quantitative photoacoustic tomography
Elisa Francini, Universita degli Studi di Firenze, Italy

Abstract. We show a stability result for an inverse problem arising in quantitative
photoacoustic tomography; we prove that the di usion and the absorption coe cients
can be stably recovered from a couple of interior measurements with no restriction on the
choice of boundary values. (Joint work with Giovanni Alessandrini, Michele di Cristo e
Sergio Vessella.)

. Stability of the Calderon problem in admissible geometries

Pedro Caro, ICMAT, Spain

Abstract. In this talk | will present log log-type-stability estimates for inverse boundary
value problems on admissible Riemannian manifolds of dimension greater or equal than
3. These estimates were proven in a joint paper with Mikko Salo. Our stability estimates
guantify the uniqueness results of Dos Santos Ferreira, Kenig, Salo and Uhlmann. These
inverse problems arise naturally when studying the anisotropic Calderén problem.

. The stability for the inverse source problem with multi-frequency

Jin Cheng, Fudan University, China

Abstract. In this talk, we will present our recent results on the conditional stability
for the inverse source problem with multi-frequency. The proof is based on the unique
continuation for the analytic function and the relation between the Helmholtz equation
and wave equations. This is the joint work with Victor Isakov, Shuai Lu.
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M20-1I: Stability estimates for inverse problems (Part 2)
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Parallel Session 3 Tuesday, May 26 13:30 15:30 in SALI 6

Victor Isakov, Wichita State University, USA
Jenn-Nan Wang, National Taiwan University, Taiwan

Most of inverse problems are known to be severely ill-posed. This weakness makes
it extremely dicult to design reliable reconstruction algorithms in practice. It is
therefore important to investigate the stability issue for inverse problems. On the
other hand, in some cases, it has been observed numerically that the stability increases
with respect to some parameter such as the wave number (or energy). Moreover, several
rigorous justi cations of the increasing stability phenomena in di erent settings such as
the Cauchy problems and the inverse boundary value problems were obtained recently.
In this mini-symposium, we hope to bring together several experts whose works touch
upon the stability estimates to discuss their latest results and to exchange new ideas.

The stable reconstruction of acoustic and electromagnetic radiation re-
gions at the radiating structure
Nicolas Valdivia, Naval Reseach Laboratory Code 7130, USA

Abstract.  The 'supersonic acoustic intensity' is a technique utilized to locate radiating
sound regions on a complex vibrating structure (like ship-hulls or noisy mechanical ma-
chinery). The resultant images at the structure help the noise engineers to identify and
e ectively control the sources of noise. This technology is based on the accurate iden-
ti cation of the supersonic components (or stability regions) of the acoustic eld. The
identi cation of these supersonic components is well understood for separable geometries,
but unfortunately, there are few results for arbitrarily shaped objects. This work pro-
poses a methodology that e ciently identi es the stable (supersonic) components for the
acoustic or electromagnetic eld from measurements near the radiating structure. The
methodology is based on the spectral decomposition of the radiated power operator that
results from speci c layer representations. The resultant supersonic identi cation will
be experimentally shown to match the available frequency dependent stability estimates.
This work has been supported by the O ce of Naval Research.

. Increasing stability phenomena for the Maxwell equations

Ru-Yu Lai, University of Washington, USA

Abstract.  We consider stability of recovery of the conductivity coe cients of the sta-
tionary Maxwell equations from a complete set of boundary data. By using complex
geometrical optics solutions we derive some bounds which can be viewed as an evidence
of increasing stability in the inverse problem when frequency is growing.

. Obstacle scattering problems in the high frequency asymptotics

Luca Rondi, Universita degli Studi di Trieste, Italy

Abstract.  We discuss the stability issue for direct and inverse scattering problems with
sound-soft obstacles when extremely high frequencies are used. A key step is proving
corresponding stability estimates for the determination of a scattered wave from its far-
eld pattern. This is a joint work with Mourad Sini.
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4. Stability estimates for multi-frequency inverse scattering problems
Faouzi Triki, Laboratoire Jean Kuntzmann, France

Abstract. the talk is related to a multi-frequency 1d inverse medium problem. Its
solution consists of deducing the refractive index of a medium from measurements of the
scattered waves for multiple frequencies. Rigorous stability estimates are derived when the
frequency takes value in a bounded interval. As expected, we prove that the ill-posedness
of the inverse medium problem decreases as the width of the band of frequency becomes
larger. Precisely, under some regularity assumption on the refractive index we show that
by increasing the value of largest frequency the logarithmic stability converts to a linear
one. This work has been done in collaboration with Gang Bao (Zhejiang university in
China).
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M21-I: Reconstruction methods for inverse problems (Part 1)

Scheduled:

Organizers:

Description:

Talks 1.
details:

Parallel Session 7 Thursday, May 28 16:00 18:00 in F26-JUHLASALI

Masaru lkehata, Hiroshima University, Japan
Jenn-Nan Wang, National Taiwan University, Taiwan

The study of feasible reconstruction methods is an important part of research on inverse
problems. The method based on special solutions of the equation has created several
nice reconstruction schemes for inverse problems with near- eld or far- eld data. The
idea has been carried out not only in the elliptic type equation but also in the parabolic
or hyperbolic type equations recently. The object we are going to reconstruct could be
a discontinuous interface or an unknown coe cients. When the media are anisotropic,
extra care is needed in constructing useful special solutions. In this mini-symposium,
we would like to discuss the recent development of reconstruction methods using special
solutions.

The enclosure method for inverse obstacle scattering using a single elec-
tromagnetic wave in time domain
Masaru lkehata, Hiroshima University, Japan

Abstract.  Inthis talk, a time domain enclosure method for an inverse obstacle scattering
problem using a single electromagnetic wave observed at the same place as the source
over a nite time interval is introduced. Two types of analytical formulae which contain
information about the geometry of the obstacle are given.

On reconstruction of a welding area by means of the enclosure method
using a single measurement
Hiromichi Itou, Tokyo University of Science, Japan

Abstract. Resistance spot welding is a popular method to join thin metallic plate and
widely used in manufacturing, automobile, aerospace and packaging industries because
the process is easy to be automated by industrial robots. After the welding process, it
becomes quite important to estimate the strength of the joined plate without destruction.

In this talk we consider a mathematical model for nondestructive evaluation of spot-
welds existing between one common side of two plates. Then we employ the enclosure
method originally proposed by lkehata in the late 20th century. In consequence, by use
of injecting a direct current and measuring the resulted voltage on the accessible side
of the welded plate, we establish an extraction formula of the location of tips of the
welding area from a single set of the data. This talk is based on the joint research with
Masaru lkehata (Hiroshima University, Japan) and Akira Sasamoto (National Institute

of Advanced Industrial Science and Technology, Japan).

Numerical analysis of the enclosure method for the heat equation in
one-space dimension
Kiwoon Kwon, Dongguk University, Korea

Abstract. Error estimates of the enclosure method applied to a proto-type inverse
initial boundary value problem for the heat equation in one-space dimension is given in
this paper. The e ect of the numerical integral of the measured data in the formula of
the enclosure method is analyzed. The measured data is expanded with exponentially
decaying series expansion. Truncation error of the series along with numerical integral
error of the data are studied in a few numerical examples depending on the righthand side
source functions of the heat equation.
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4. Reconstruction of penetrable obstacles in the anisotropic acoustic scat-
tering
Yi-Hsuan Lin, National Taiwan University, Taiwan

Abstract. We develop an enclosure-type reconstruction scheme to identify penetrable
obstacles in acoustic waves with anisotropic medium irR3. The main di culty of treat-

ing this problem lies in the fact that there are no complex geometrical optics solutions
available for the acoustic equation with anisotropic medium in R3. Instead, we will use
another type of special solutions called oscillating-decaying solutions. Even though that
oscillating-decaying solutions are de ned only on the half space, we are able to acquire
needed boundary inputs by the Runge approximation property. Moreover, since we are
considering a Helmholtz-type equation, we turn to Meyers'LP estimate to compare the
integrals coming from oscillating-decaying solutions and those from re ected solutions.
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M21-1l: Reconstruction methods for inverse problems (Part 2)

Scheduled:

Organizers:

Description:

Talks 1.
details:

Parallel Session 9 Friday, May 29 13:30 15:30 in F26-JUHLASALI

Masaru lkehata, Hiroshima University, Japan
Jenn-Nan Wang, National Taiwan University, Taiwan

The study of feasible reconstruction methods is an important part of research on inverse
problems. The method based on special solutions of the equation has created several
nice reconstruction schemes for inverse problems with near- eld or far- eld data. The
idea has been carried out not only in the elliptic type equation but also in the parabolic
or hyperbolic type equations recently. The object we are going to reconstruct could be
a discontinuous interface or an unknown coe cients. When the media are anisotropic,
extra care is needed in constructing useful special solutions. In this mini-symposium,
we would like to discuss the recent development of reconstruction methods using special
solutions.

The equivalent mass density for the elastic scattering by many obstacles
with error estimates and applications
Durga Prasad Challa, Tallinn University of Technology, Estonia

Abstract. We are concerned with the scattering of elastic waves by many small and
rigid bodies. The collection of the scatterers is described by three parameters: their
number 'M', their maximum radius 'a’, a 1, and the minimum distance between them 'd'.

We provide the rst order term of the asymptotic expansion of the far- elds in terms of
these three parameters with explicit error estimates. We call this asymptotic the Foldy
approximation. We use this approximation for the following two applications. First, if
the number of the bodies is relatively small, we can design an algorithm to localize the
centers of these bodies and then provide quite explicit lower and upper estimations of
their sizes. The measurements we use are the Pressure parts or the Shear parts of the
elastic far- elds. We emphasize here that we can deal with very close bodies and we can
spread them in any given bounded domain. Second, we show that if the number 'M', the
minimum distance 'd' are appropriately chosen (i.e. 'M' large and 'd' small) in terms of
the radius 'a’, a 1, then the whole collection of the scatterers will behave as an elastic
body whose (variable) density function is characterized by the sizes of the scatterers and
their local distribution. In particular, we show that we can design, by perforating a given
homogeneous medium, elastic mediums whose densities are anisotropic (mass densities as
matrices) or having negative values (negative mass densities).

CGO solutions of anisotropic Maxwell's equations
Rulin Kuan, National Taiwan University, Taiwan

Abstract.  Complex geometrical optics (CGO) solutions are important tools in inverse
problems, in particular in reconstruction methods. A lot of applications of them for
isotropic problems are studied. However, it is hard to obtain this kind of solutions for
anisotropic materials (such as elastic systems and Maxwell systems) generally. In this talk,
we will introduce our recent work on constructing CGO solutions of the time-harmonic
anisotropic Maxwell's equations.
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3. An e cient nite element method for grating pro le reconstruction
Jiguang Sun, Michigan Technological University, USA

Abstract.  The inverse problem is formulated as an optimization problem with a regu-
larization term. We employ a quasi-Newton method to solve this optimization problem.
In particular, we devise an e cient method using nite elements for the direct scattering
problem. The sti matrix and mass matrix are assembled only once at the beginning of
the numerical procedure. Then only minimal changes to the mass matrix at each iteration.
Numerical examples are presented to show the e ectiveness of the algorithm.

4. Subspace reconstruction algorithms for some severely ill-posed inverse
problems
Kui Ren, University of Texas Austin, USA

Abstract.  We propose a class of reconstruction methods based on subspace minimiza-
tion techniques for severely ill-posed inverse problems. The general philosophy is to split
the unknowns or some intermediate unknowns into low-frequency and high-frequency
components, and uses SVD and related techniques to recover parts of low-frequency in-
formation, and then use minimization techniques to recover part of the high-frequency
components. We present some numerical simulations on some severely ill-posed inverse
coe cient and source problems with synthetic data to demonstrate the performance of
the proposed algorithms. Part of the talk is based on a joint work with Tian Ding (T.
Ding and K. Ren, Journal of Computational Physics, 273, pp 212-226, 2014).
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M22: Quantitative estimates of unique continuation and applications to in-
verse problems

Scheduled:

Organizers:

Description:

Talks 1.
details:

Parallel Session 5 Thursday, May 28 09:00 11:00 in AUD XIV

Michele Di Cristo, Politecnico di Milano, Italy
Elisa Francini, Universita di Firenze, Italy

In a variety of inverse problems for PDE, we aim to recover some parameters of physical
interest from knowledge of solutions at the boundary. Such problems are severely ill-
posed, so the restoration of stability (by adding some a priori information on the
unknown parameter) is an important issue. It is therefore crucial to keep control of
the data when we drag them from the boundary inside the domain. This is usually the
role of quantitative estimates of unique continuation. The aim of this mini-symposium
is to provide new developments in this elds in connection with the applications to
inverse problems.

On a semilinear elliptic boundary value problem arising in cardiac elec-
trophysiology
Cristina Cerultti, Politecnico di Milano, Italy

Abstract. We provide a representation formula for boundary voltage perturbations
caused by internal conductivity inhomogeneities of low volume fraction in a simpli ed
"monodomain model" describing the electrical activity of the heart. We derive such a
result in the case of a nonlinear problem. Our long-term goal is the solution of the inverse
problem related to the detection of regions a ected by heart ischemic disease, whose posi-
tion and size are unknown. We model the presence of ischemic regions in the form of small
inhomogeneities. This leads to the study of a boundary value problem for a semilinear
elliptic equation. We rst analyze the well-posedness of the problem establishing some
key energy estimates. These allow us to derive rigorously an asymptotic formula of the
boundary potential perturbation due to the presence of the inhomogeneities, following
an approach similar to the one introduced by Capdeboscq and Vogelius in the case of
the linear conductivity equation. Finally, we propose some ideas of the reconstruction
procedure that might be used to detect the inhomogeneities.

Unique continuation for viscoelasticity equations
Gen Nakamura, Inha University, Korea

Abstract.  In this talk we rst review some of known results on the unique continuation
properties of solution to elastic systems. In particular for anisotropic elastic systems.
After that we will give some new results. Joint work with Ching-Lung Lin (National
Cheng-Kung Univ.,Taiwan).
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3. Positive and negative results of the unique continuation property for
the general second order elliptic system
Jenn-Nan Wang, National Taiwan University, Taiwan

Abstract. The theme of this talk is on the global unique continuation property for
the elasticity system and the general second order elliptic system in two dimensions.
For the isotropic and the anisotropic systems with measurable coe cients, under certain
conditions on coe cients, we show that the global unique continuation property holds.
On the other hand, for the anisotropic system, if the coe cients are Lipschitz, we can
prove that the global unique continuation is satis ed for a more general class of media. In
addition to the positive results, we also present counterexamples to unique continuation
and strong unique continuation for general second elliptic systems. Joint work with Carlos
Kenig.

4. Inverse boundary-value problems in an in nite slab with partial data
Kaloyan Marinov, Technical University of Denmark

Abstract.  Partial-data inverse problems in an in nite slab have been studied by Li and
Uhlmann for the case of the Schrédinger equation, and by Krupchyk, Lassas and Uhlmann
for the case of the magnetic Schrédinger equation. In this talk, we will prove a log-log
stability estimate for the inverse problems considered by Li and Uhlmann. The boundary
measurements considered in these problems are modelled by partial knowledge of the
Dirichlet-to-Neumann map: in the rst inverse problem, the corresponding Dirichlet and
Neumann data are known on di erent boundary hyperplanes of the slab; in the second
inverse problem, they are known on the same boundary hyperplane of the slab. Joint
work with Pedro Caro.
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M23: Sampling methods for high dimensional Bayesian inverse problems
Scheduled: Parallel Session 1 Monday, May 25 13:30 15:30 in SALI 3

Organizers: Heikki Haario, Lappeenranta University of Technology, Finland
Kody Law, KAUST, Saudi Arabia

Description:  For relatively small dimensional problems, the sampling of a posterior of parameters
has become routine due to recent development of MCMC methods . However, high
dimensional problems such as those which typically arise from the discretisation of
inverse problems, still remain a challenge. Here we present di erent approaches to
deal with this problem, such as function-space sampling algorithms combined with
dimension reduction or parametrization techniques, construction of an approximate
map between the posterior and prior, or a corrected bootstrap approach.

Talks 1. Dimension-independent likelihood-informed MCMC samplers for
details: Bayesian inverse problems
Kody Law, KAUST, Saudi Arabia

Abstract. Many Bayesian inference problems require exploring the posterior distribu-
tion of high-dimensional parameters, which in principle can be described as functions. By
exploiting the intrinsic low dimensionality of the likelihood function, we introduce a suite
of Metropolis-Hastings proposals that can adapt to the complex structure of the poste-
rior distribution, yet are well-de ned on function space. Posterior sampling in nonlinear
inverse problems arising from various partial di erential equations and also a stochastic
di erential equation are used to demonstrate the e ciency of these dimension-independent
likelihood-informed MCMC samplers. Joint work with Youssef Marzouk (MIT) and Tian-
gang Cui (MIT).

2. High-dimensional non-Gaussian Bayesian inference using transport
maps
Youssef Marzouk,MIT, USA

Abstract. Characterizing the high dimensional posterior distributions that arise from
nonlinear inverse problems in the Bayesian framework is a challenging task. A recent ap-
proach to this problem seeks a deterministic transport map from a reference distribution
to the posterior. Posterior samples can then easily be obtained by pushing forward refer-
ence samples through the map. In this talk, we address the computation of the transport
map in high dimensions. In particular, we propose a scalable adaptive algorithm that
exploits the structure of a variational problem, and we show links to recent ideas in di-
mension reduction for Bayesian inverse problems. Joint work with Alessio Spantini, MIT.
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3. A Bayesian level-set approach for large-scale geometric inverse problems
Marco Iglesias,University of Nottingham, UK

Abstract. We discuss a computational Bayesian framework for the solution of PDE-
constrained inverse problems where the unknown is a geometric feature of the underlying
PDE forward model. Geometric inverse problems of this type arise, for example, in the
characterisation of subsurface formations where interfaces between geologic structures
must be inferred from subsurface ow measurements. Another example emerges from
Electrical Impedance Tomography (EIT) where the geometry of unhealthy tissue must
be inferred from measurements of voltages associated to current distributions of a given
con guration of electrodes. In this talk we introduce a level-set approach to infer and
guantify the uncertainty of unknown geometric features in the aforementioned inverse
problems within an in nite dimensional Bayesian framework.

We rst discuss models in which the geometry is de ned by means of a nite number of
parameters, utilizing descriptions which are su ciently general to include layered media,
faults and channels, and to allow for spatial variability within the di erent components of
the eld [1]. We then proceed to demonstrate the application of Bayesian level-set formu-
lations which allows for more complex geometric structures characterised by an in nite
set of parameters [2].

Numerical experiments are displayed to show the capabilities of the level-set approach
for (i) inverse source detection (ii) identi cation of geologic structures in groundwater ow
(iii) estimation of electric conductivity in the complete electrode model for EIT. In these
three applications, the unknown parameters have sharp interfaces characterised by the
level-set function which is inferred, within the Bayesian framework, from observational
data that arises from the PDE (forward) model under consideration. By means of state-
of-the-art MCMC methods we describe numerical experiments which explore the posterior
distribution that arises from the Bayesian level-set formulation. Joint work with Yulong
Lu (Warwick) and Andrew Stuart (Warwick).

[1] M.A. Iglesias, K. Lin, A.M. Stuart, "Well-Posed Bayesian Geometric Inverse Prob-
lems Arising in Subsurface Flow", Inverse Problems 30 (2014) 114001.

[2] M.A. Iglesias, Y. Lu, A.M. Stuart, "A level-set approach to Bayesian geometric
inverse problems", In Preparation, 2014.

4. Randomize-Then-Optimize: a Method for Sampling from Posterior Dis-
tributions in Nonlinear Inverse Problems
Johnathan Bardsley, University of Montana, USA

Abstract. Many solution methods for nonlinear inverse problems compute the MAP
estimator via the solution of an optimization problem. We present a Metropolis-Hastings
method for posterior sampling with a proposal that makes use of the MAP algorithm
called randomize-then-optimize (RTO). Since each RTO sample requires an application
of an optimizer, the proposal is expensive to implement, however a high percentage of
samples are accepted, making it particularly attractive for large-scale, nonlinear inverse
problems, such as EIT.
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M24-1: Multifaceted perspective on regularization theory and its applications
(Part 1)

Scheduled: Parallel Session 7 Thursday, May 28 16:00 18:00 in F26-LS115

Organizers: Elena Resmerita,Alps-Adria University of Klagenfurt, Austria
Stefan Kindermann, Johannes Kepler University of Linz, Austria

Description:  Regularization has become a central tool in inverse problems. The aim of this min-
isymposium is to feature new trends in the theory of regularization and to highlight
applications which require advanced stabilization techniques in domains like physics,
engineering, control theory, and medical imaging. Key aspects will involve theoretical
considerations such as new concepts, parameter choice rules, error estimates, as well
as practical issues such as modelling, optimization and solution methods.

Talks 1. Regularization of operators with Poisson data
details: Federico Benvenuto,Ecole Polytechnique, France

Abstract.  This work concerns the study of the regularization property when the noise
is Poisson-like. In this case, exact data are unavailable but the relative error decreases
as the signal size increases. We introduce two novel regularization de nitions, namely
relative and asymptotic, respectively, and we focus on iterative algorithms which give
rise to regularizing families of homogeneous operators. In particular, we prove that the
classical Expectation Maximization method for Poisson data, when provided with suitable
parameter choice rules, is a well-de ned relative (or asymptotic) regularization for its limit
operator. Finally, we show that converging families of homogeneous operators can be both
regularizations and relative (or asymptotic) regularizations according to the properties of
the used parameter choice rule.

2. An Online Parameter Identi cation Method for time-dependent prob-
lems
Romana Boiger, Alps-Adria University of Klagenfurt, Austria
Abstract. Dynamical systems like ordinary di erential equations or time-dependent
partial di erential equations play an important role for modeling instationary processes
in science and technology. Such models often contain parameters that cannot be accessed
directly and therefore must be determined from measurements, which leads to inverse
problems. In case of time-dependent problems, the established Tikhonov regularization
is not e cient due to the loss of time causality. To avoid this drawback, we use online
strategies. In this talk we consider the initial value problem

ug+ C(q;u) = f; u(0) = ug:

The inverse problem we are interested in is to identifyq from measurementsGu changing
over time, with an observation operator G. The observations in reality are rarely full
observations. Hence, our aim is to design an online method that is also applicable for
partial observations. For this method we were able to prove conditional convergence. The
performance of our approach will be illustrated with some numerical experiments.
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3. Projective iterative methods for solving ill-posed problems under the
tangential cone condition
Antonio Leitdo, Federal University of Santa Catarina, Brazil

Abstract. In this talk, a projective versions of the Landweber (LW) and Levenberg-
Marquardt (LM) methods are considered for solving ill-posed problems modeled by nonlin-
ear operators acting between Hilbert spaces. First we use th&éangential Cone Condition
to generate adequate convex sets with a special separation property with respect to the
set of exact solutions. Then we propose and analyze iterative methods (based on succes-
sive projections on these convex sets) that can be interpreted as projective Levenberg-
Marquardt (PLM) and projective Landweber (PLW) methods. We also consider two
corresponding relaxed methods: the RPLM (for relaxed PLM ), and RPLW (for relaxed
PLW ), which are de ned by relaxing the original projections. Convergence analysis re-
sults are established for these methods, namely monotonicity, convergence, stability and
semi-convergence properties.

4. Regularization for inverse problems in anomalous di usion
Bangti Jin, University of California, USA

Abstract. In this talk, | shall brie y describe inverse problems arising in anomalous
di usion processes. It is well known that backward-time fractional di usion is only mildly
ill-posed, instead of the severe ill-posedness of classical backward diusion. This has
contributed to the belief that fractionalizing inverse problems can mitigate the degree
of ill-posedness and thus allows more e ective reconstruction. We shall examine the
viewpoint numerically with examples.
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M24-11: Multifaceted perspective on regularization theory and its applica-
tions (Part 2)

Scheduled: Parallel Session 8 Friday, May 29 10:10 12:10 in F26-LS115

Organizers: Elena Resmerita,Alps-Adria University of Klagenfurt, Austria

Stefan Kindermann, Johannes Kepler University of Linz, Austria

Description:  Regularization has become a central tool in inverse problems. The aim of this min-

Talks
details:

isymposium is to feature new trends in the theory of regularization and to highlight

applications which require advanced stabilization techniques in domains like physics,
engineering, control theory, and medical imaging. Key aspects will involve theoretical
considerations such as new concepts, parameter choice rules, error estimates, as well
as practical issues such as modelling, optimization and solution methods.

1. Inversion of conical Radon transforms and applications
Markus Haltmeier, University of Innsbruck, Austria

Abstract. Inversion of Radon transforms is the mathematical foundation of many
modern tomographic imaging modalities. In this talk we study a conical Radon transform
which is relevant for computed tomography taking into account Compton scattering. The
conical Radon transform we study integrates a function in arbitrary spatial dimension over
all conical surfaces having vertices on a hyperplane and symmetry axis orthogonal to this
plane. As the main result, we derive exact reconstruction formulas of the ltered back-
projection type for inverting this transform. We further discuss potential generalizations
and applications of our results.

2. Filter based regularization methods for linear inverse problems
Shuai Lu, Fudan University, China

Abstract.  This talk collects lter-based regularization methods for linear inverse prob-
lems. We emphasize that by choosing the case of simplied linear inverse problems,
we establish a rigorous convergence analysis of lter-based regularization methods under
appropriate assumptions. This analysis yields a further close connection between non-
stationary iterative regularization schemes in inverse problems and the Iter methods in
data assimilation.

3. Regularisation in image and data space for tomographic inversion
Carola Schonlieb,University of Cambridge, UK

Abstract.  In this talk we discuss and analyse a novel technique for image reconstruction
for image tomography, which is based on total variation and higher-order total variation
regularisation on both the image space and the projection space. We formulate this
approach as a variational problem considering total variation penalty terms on the image
and on an idealised sinogram to be reconstructed from a given noisy and limited-angle
sinogram data. The method is tested for the reconstruction of thin structures from PET
data and for limited-angle tomography. This is based on joint works with M. Burger,
J. Muller, E. Papoutsellis, and M. Benning, C. Brune, R. Lagerwer.
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4. Low complexity regularizations: A localization result
Samuel Vaiter, Université Paris-Dauphine, France

Abstract. In this talk, | will propose a new look on variational problems occurring in
image processing and machine learning in order to solve inverse problems. Through the
generality of partly smooth functions, | will show that for some priors, such as sparsity,
anti-sparsity or low rank, it is possible to control the *2-distance between the solution and
the ground truth but also the model stability of the latter, which corresponds to the
support for the sparsity and the rank for low-rank prior.
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M25: E cient Methods for Large-Scale Inverse Problems in Imaging
Scheduled: Parallel Session 2 Monday, May 25 16:00 18:00 in SALI 3

Organizers: Julianne Chung, Virginia Tech, USA
Silvia Gazzola, Universita degli Studi di Padova, Italy

Description:  Inverse problems that arise in imaging applications are notoriously di cult to solve due
to their ill-posedness and large-scale nature. In recent years, advances in regularization
methods and e cient iterative algorithms have played an increasingly important role
in tackling the issues associated with these kinds of problems. This minisymposium
addresses the state-of-the-art in computational methods for solving large-scale inverse
problems. Imaging applications such as image deconvolution, image denoising, and
tomographic reconstruction will be discussed.

Talks 1. Sparse reconstruction by exible Krylov methods
details: Silvia Gazzola, Universita degli Studi di Padova, Italy

Abstract. Krylov subspace methods have always played a central role in the iterative
regularization of large-scale linear inverse problems. In this talk we propose two new
approaches to approximate the solution of Tikhonov-like problems that involve regular-
ization terms evaluated by the 1-norm or by the Total Variation functional. The rst
strategy is based on variable preconditioning, while the second strategy is based on a
restarting procedure. The key idea is to adaptively de ne suitable regularization matri-
ces, which exploit information recovered during the iterative process. We also consider
parameter choice strategies that can be e ciently coupled with the methods described in
this talk.

2. Generalized Krylov Subspace Methods for “p- q Minimization
Lothar Reichel, Kent State University, USA

Abstract. A new e cient approach to the solution of “p-"¢ minimization problems
based on the application of successive orthogonal projections onto generalized Krylov
subspaces of increasing dimension is presented. The subspaces are generated according
to the iteratively reweighted least-squares strategy for the approximation of ™,/ " 4-norms

by weighted “,-norms. Computed image restoration examples illustrate that it su ces

to carry out only a few iterations to achieve high-quality restorations. The combination

of a low iteration count and a modest storage requirement makes the proposed method
attractive. This talk presents joint work with A. Lanza, S. Morigi, and F. Sgallari.

3. Total variation based exact two-phase method for impulse noise removal
Yigiu Dong, Technical University of Denmark

Abstract.  In this talk, based on the total variation (TV) we introduce an exact model
for reconstructing images corrupted by impulse noise. Following the idea of the two-phase
method, we utilize a noise detector to identify image pixels contaminated by noise, then we
reconstruct the noisy pixels solving a TV-based constraint minimization problem. Instead
of L1 or L2 approximation, here we use the exact model, which is solved by semi-smooth
Newton method. Numerical results show the potential of the proposed method comparing
with several other methods.
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4. Regularization methods for image reconstruction in 3D limited angle
tomography
Elena Piccolomini, University of Bologna, Italy

Abstract. In this talk | explore and analyse di erent regularization methods for the
reconstruction of 3D images from breast tomosynthesis. The linear inverse problem to be
solved in this application is characterized by very large dimensions, ill-posedness and lack
of information. Iterative methods, as opposed to geometric algorithms such as Itered
backprojection, are getting growing interest in the scienti c and commercial community,
since they can incorporate a priori information on the desired image, at the expense of
computational time. Because of ill-posedness, a reliable solution must be computed by
regularization methods. Di erent regularization algorithms (such as p-Total Variation and

L1 regularization) are compared in order to show their behavior in the enhancement of
image features, such as microcalci cations and masses. The algorithms implementation is
fast and the execution times are comparable to those in clinical practice. The experiments
are carried out both on phantoms and clinical images.
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M26: Theoretical perspectives in Bayesian inverse problems

Scheduled:
Organizer:

Description:

Talks 1.
details:

Parallel Session 8 Friday, May 29 10:10 12:10 in SALI 10
Tapio Helin, University of Helsinki, Finland

The aim of the minisymposium is to highlight new research results on the theory of
Bayesian inverse problems.

MAP estimators and their consistency in Bayesian inverse problems for
functions
Masoumeh Dashti, University of Sussex, UK

Abstract. We consider the inverse problem of estimating an unknown function from

noisy measurements of a known, possibly nonlinear map of the unknown function. Under
certain conditions, the Bayesian approach to this problem results in a well-de ned pos-
terior measure. Under these conditions we show that the maximum a posteriori (MAP)

estimator is characterised as the minimiser of an Onsager-Machlup functional de ned on
the Cameron-Martin space of the prior. We then, in the case of vanishing observational
noise, establish a form of Bayesian posterior consistency for the MAP estimator.

Preconditioning the prior to overcome saturation in Bayesian inverse
problems
Sergios Agapiou,University of Warwick, UK

Abstract. We consider linear Bayesian inverse problems in a separable Hilbert space
setting, with Gaussian noise and Gaussian (mixture) priors. We discuss the asymptotic
performance of the (conditionally Gaussian) posterior in the small noise limit, under the
frequentist assumption that a xed true parameter underlies the data. In particular, we
will rst review posterior contraction rates which recently appeared in the literature and
which typically suer from a saturation phenomenon for high smoothness of the true
parameter. Then, we will present an empirical Bayes paradigm in which the prior mean
is chosen as a classically regularized approximation to the solution of the inverse problem,
which results in delaying or even removing saturation. This is joint work with Peter Mathé
(WIAS, Berlin), arXiv:1409.6496.

Fractional Brownian motion and asymptotic Bayesian estimation
Petteri Piiroinen, University of Helsinki, Finland

Abstract. We analyse the problem of estimating theHurst parameter from a nite
and discrete sample of single realisation ofractional Brownian motion. We formulate
the estimation problem as an asymptotic Bayesian problem and we show that the true
parameter value is almost surely recovered if the sample size grows to in nity in the
suitable fashion.

This problem has been analysed extensively in the statistical literature. Most of the
approaches rely on Whittle type approximations, but the problem has also been analysed
without any approximations. However, the results have not covered the whole range of
possible parameter values. We extend these earlier result to cover the whole range by
combining probabilistic and operator theoretical methods.

This is based on joint work with Lassi Paivérinta.

97



Minisymposia and contributed talks

4. Analysis of the Ensemble Kalman Filter for Inverse Problems
Claudia Schillings, University of Warwick, UK

Abstract.  The ideas from the Ensemble Kalman Filter introduced by Evensen in 1994
can be adapted to inverse problems by introducing arti cal dynamics. In this talk, we
will discuss an analysis of the EnKF based on the continuous time scaling limits, which
allows to derive estimates on the long-time behavior of the EnKF and, hence, provides
insights into the convergence properties of the algorithm. Results from various numerical
experiments supporting the theoretical ndings will be presented.
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M27: Reconstruction methods for 4D computed tomography (CT)
Scheduled: Parallel Session 8 Friday, May 29 10:10 12:10 in AUD IV

Organizers: Daniil Kazantsev, University of Manchester, UK
Geert Van Eyndhoven, University of Antwerp, Belgium

Description:  Four-dimensional computed tomography (4DCT), a powerful tool for noninvasive imag-
ing of dynamic objects, has been an active research eld in recent years. Applications
can be found in countless elds, e.g., medical CTuCT, synchrotron tomography and
other advanced lab CT setups. By the incorporation of prior knowledge (e.g., a model
for the dynamics, object dependent information or a temporal/spatial regularization
criterion) into the reconstruction process, new reconstruction algorithms can push the
current state-of-the-art boundaries towards increased temporal resolution or reduced
radiation dose exposure without compromising image quality. In this minisymposium,
recent developments on 4DCT reconstruction algorithms with varying applications will
be presented and discussed.

Talks 1. Employing non-local temporal self-similarity across the entire time do-
details: main in 4D CT reconstruction
Daniil Kazantsev, University of Manchester, UK

Abstract.  There are many cases where one needs to limit the x-ray dose, or the number
of projections, or both, for high frame rate (fast) imaging. Normally it improves temporal
resolution but reduces spatial resolution of the reconstructed data. The redundancy of
information in the temporal domain (e.g. arising from the self-similar structures) can be
employed to improve spatial resolution. In our work, we propose a novel regularizer for
iterative reconstruction of time-lapse computed tomography. The penalty term is based
on non-local means and selectively employs all (not only adjacent time frames) available
temporal information to improve the spatial resolution. We also present a new approach
using additional structural information (high resolution pre-scan) with the proposed regu-
larizer. This makes the method a exible means of achieving a desirable trade-o between
the spatial and temporal resolution. The obtained results are compared with a state-of-
the-art video denoising method (block matching).

2. A 4D CT reconstruction algorithm for fast liquid ow imaging
Geert Van Eyndhoven, University of Antwerp, Belgium

Abstract.  The study of uid ow through solid matter by computed tomography (CT)
imaging has a broad range of applications, ranging from oil extraction to scientic re-
search on uid dynamics. Current techniques are often limited by a low temporal/spatial
resolution. In this talk, a new iterative CT reconstruction algorithm for improved tempo-
ral/spatial resolution in the imaging of uid owing through solid matter is introduced.
The proposed algorithm exploits prior knowledge in two ways. Firstly, the time-varying
object is assumed to consist of stationary (the solid matter) and dynamic regions (the uid
ow). Secondly, the attenuation of a particular voxel in the dynamic region is modeled
by a piecewise constant function over time (i.e., the voxel consists of uid or air). Exper-
iments on simulation data and on a real neutron tomography dataset demonstrate that
the proposed approach can signi cantly increase the temporal resolution in comparison
to conventional algorithms.
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3. A fast 4D CT reconstruction algorithm for a ne deforming objects
Vincent Van Nieuwenhove, University of Antwerp, Belgium

Abstract.  In Computed Tomography (CT), object motion/deformation produces blurry
and streaky images if conventional reconstruction algorithms are used. We present a
technique that is able to estimate and correct slow global a ne deformations (combined
translation, rotations, scaling and shearing) of the scanned object directly in the projection
domain. We show that a cone beam projection of a known a ne deformed object can
be transformed to a projection of the undeformed object. This by altering the projection
geometry (source position and detector coordinates) and correcting for changes in the
X-ray intersection lengths. By entering the corrected projections into a conventional
algebraic reconstruction algorithm a motion corrected reconstruction is obtained. During
acquisition, the exact motion parameters are unknown. Estimating the parameters in
the projection domain is achieved by minimizing a cone beam projection inconsistency
criterion, based on Grangeat's method, using non-linear optimization. The proposed
method was validated both on simulations and real data.

4. Four-dimensional tomography based on a level set method
Paola Elefante, University of Helsinki, Finland

Abstract. A novel time-dependent tomographic imaging modality with multiple source-
detector pairs in xed positions is discussed. All detectors record simultaneously time-
dependent radiographic data ( X-ray videos ) of a moving object, such as running engine,
a mouse, or a beating human heart. The dynamic three-dimensional structure is recon-
structed from projection data using a new computational method. Time is considered as
an additional dimension in the problem, and a generalized level set method [Kolehmainen,
Lassas, Siltanen, SIAM J Scienti c Computation 30 (2008)] is applied in space-time. In
this approach, the X-ray attenuation coe cient is modeled by the continuous level set
function itself (instead of a constant) inside the domain de ned by the level set, and
by zero outside. Numerical examples with both simulated and measured data suggest
that the method successfully regularizes the inverse problem by enforcing continuity both
spatially and temporally.
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M28-I: On the stability issue for inverse boundary value problems and ap-
plications (Part 1)

Scheduled:

Organizers:

Description:

Talks 1.
details:

Parallel Session 1 Monday, May 25 13:30 15:30 in SALI 6

Elena Beretta, Politecnico di Milano, Italy
Romina Gaburro, University of Limerick, Ireland

In many inverse problems one seeks to recover parameters describing physical properties
of an object/material from acquired data. In this symposium we suggest the study of
the stability of such problems, that is the continuous dependence of the unknown
parameters from the data. This matter is of course of fundamental importance for the
reliability of any reconstruction procedure since, in practice, the data of the problem
will be a ected by errors. This symposium is devoted to the study of such issue among
di erent inverse problems.

Global stability estimates for the Gel'fand-Calderdn inverse problem
Roman Novikov, Ecole Polytechnique, France

Abstract. We consider the Gelfand-Calderon inverse problem. This problem arises in
di erent tomographies and, in particular, in the electrical impedance tomography. We
discuss old and recent global stability estimates for this inverse problem.

This talk is based, in particular, on the works [1-4].

References

[1] R.G. Novikov, New global stability estimates for the Gelfand-Calderon inverse prob-
lem, Inverse Problems27, 015001 (2011)

[2] R.G. Novikov, M. Santacesaria, A global stability estimate for the Gelfand-Calderon
inverse problem in two dimensions, Journal of Inverse and Ill-Posed Problem48,
765-785 (2010)

[3] M.l.Isaev, R.G.Novikov, Stability estimates for determination of potential from the
impedance boundary map, St.Petersburg Mathematical Journal5(1), 23-41 (2014)

[4] M.lIsaev, R.G.Novikov, E ectivized Holder-logarithmic stability estimates for the
Gelfand inverse problem, Inverse Problems30, 095006 (2014)

On the stability of the hyperbolic Gel'fand problem
Roberta Bosi, University of Helsinki, Finland

Abstract. We study the stability for the Gel'fand inverse problem on a Riemannian
manifold, for the anisotropic wave operator with coe cients independent of time. Using a
Carleman-type estimate by Tataru and other tools of microlocal analysis and subharmonic
functions, we prove the stability of the unique continuation via a logarithmic inequality
in a ball whose radius has an explicit dependence on th€*-norm of the coe cients and
on the geometric properties of the operator.
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3. Stability estimates for inverse problems for PDE with unknown bound-
aries the case of wave equation.
Sergio VessellaUniversita degli Studi di Firenze, Italy

Abstract. The reconstruction of obstacles from scattering waves has been widely in-
vestigated. This approach requires enough information on the scattered amplitude and
generally in nitely many boundary measurements. In many practical situations these
data are not available, for example in physical situations where only transient waves are
detectable and one measurement in a nite time observation is obtainable. A typical
situation is described by the (anisotropic) wave equation in a domain in R" (n  2)
whose boundary, assumed su ciently smooth, consists of two non overlapping portion

(3) (accessible portion) and () (inaccessible portion) where () is a not known obsta-
cle. In the case in which () is a soft obstacle the direct problem is represented by the a
Cauchy-Dirichlet boundary value problem for wave equation. We study the inverse prob-
lem consisting in the determination () from the knowledge, in a nite time observation,
of overdetermined boundary data. We prove stability estimates of logarithmic type for
such an inverse problem.

4. Stability estimates for the Calderén problem with partial data
David Dos Santos Ferreira,Université de Lorraine, France

Abstract. In this work, we establish global stability estimates on the potential in
a Schrodinger equation on a smooth bounded open set from the partial Dirichlet-to-
Neumann map. This is a quantitative counter-part of the uniqueness result of Kenig,
Sjostrand and Uhimann on the Calderdn problem with partial data, where the measure-
ments are made on the illuminated part of the boundary by a source located outside of
the convex hull of the open set. In an earlier article, using quantitative analogues of micro
local arguments on the Radon transform, we were able to obtain local estimates in the
penumbra region of the open set in dimensiom = 3. In this work, inspired by construc-
tions of complex geometrical optics solutions to the Schrédinger equation performed in
the anisotropic context, we manage to obtain global estimates in all dimensions.

This is a joint work with Pedro Caro (ICMAT, Madrid) and Alberto Ruiz (UAM,
Madrid)
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M28-1I: On the stability issue for inverse boundary value problems and ap-
plications (Part 2)

Scheduled:

Organizers:

Description:

Talks 1.
details:

Parallel Session 4 Tuesday, May 26 16:00 18:00 in SALI 6

Elena Beretta, Politecnico di Milano, Italy
Romina Gaburro, University of Limerick, Ireland

In many inverse problems one seeks to recover parameters describing physical properties
of an object/material from acquired data. In this symposium we suggest the study of
the stability of such problems, that is the continuous dependence of the unknown
parameters from the data. This matter is of course of fundamental importance for the
reliability of any reconstruction procedure since, in practice, the data of the problem
will be a ected by errors. This symposium is devoted to the study of such issue among
di erent inverse problems.

The stability issue for the inverse conductivity problem
Eva Sincich, University of Nova Gorica, Slovenia

Abstract. We discuss the stability issue for the inverse conductivity problem. We
focus on a particular a priori choice of theanisotropic conductivity (x), namely given a
known matrix valued function A(x) we have that

(x)= (¥AX)

with  (x) = P iN:1 i b, Where each subdomain of , Di; i =1;:::;N is given and each
number ; is unknown. We prove that under such an a priori hypothesis the dependence
of the conductivity  upon the local Dirichlet to Neumann map is continuous with a
Lipschitz modulus of continuity [2]. The proof has been obtained by combining unique
continuation argument and original asymptotic estimates for the underlying Green
function. In particular, we have extended a previous Lipschitz stability result obtained
in [1] for the piecewise constant isotropic case.

References

[1] G. Alessandrini, S. Vessella, Lipschitz stability for the inverse conductivity problem,
Advances in Applied Mathematics, 35, 207-241.

[2] R. Gaburro, E. Sincich, Lipschitz stability for the inverse conductivity problem for
a conformal class of anisotropic conductivities, to appear on Inverse Problems.

Determination of the conductivity in an in nite wave guide from a single
boundary measurement
Michel Cristofol, Université d'Aix-Marseille, France

Abstract. We consider the multidimensional inverse problem of determining the con-
ductivity coe cient of a hyperbolic equation in an in nite cylindrical domain, from a
single boundary observation of the solution. We prove Hdélder stability with the aid of a
Carleman estimate speci cally designed for hyperbolic waveguides.
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3. Inverse problem of electroseismic conversion
Maarten de Hoop, Purdue University, USA

Abstract. In uid-saturated porous media, an electrical double layer (EDL) is formed
at the interface (the pore boundaries) of the uid and solid matrix. The uid side of
the EDL is charged with positive ions and the solid side with negative electrons. When
electric or magnetic elds impinge on the EDL, the electrokinetic phenomenon will cause
relative movement of the uid and rock matrix and generate seismic waves, which can
propagate to the surface. This e ect is named electroseismic conversion. We study the
hybrid inverse problem of this conversion. We distinguish the following two steps.

In the rst (Chigh-resolution’) step we study an interior inverse source problem for
Biot's equations. To this end, subject to a low-frequency assumption, we establish an
error estimate for Gassmann's approximation which reduces Biot's equations to an elastic
wave equation with e ective Lamé parameters and density. We recover (‘low-energy') in-
ternal data from boundary measurement of seismic waves and obtain a Lipschitz stability
estimate.

In the second (‘low-resolution’) step we encounter an inverse problem for Maxwell's
equations to reconstruct the electrokinetic coupling coe cient, and conductivity and per-
mittivity (of su cient regularity) from internal data obtained in the rst step, while
allowing the magnetic permeability to be a known variable function. The contrast in
conductivity is in general “high' and its recovery is the key objective. In view of the low-
frequency nature of the experiment (noting the skin depth), the electromagnetic eld is
essentially di use. We show that knowledge of two internal data sets generated by well-
chosen boundary conditions for the electric eld uniquely determines these parameters.
Moreover, we obtain a Lipschitz-type stability estimate. This is a joint work with Jie
Chen.

4. Stability estimates for the inverse medium problem with internal data
Faouzi Triki, Joseph Fourier University, France

Abstract. A major problem in solving multi-waves inverse problems is the presence of
critical points where the collected data vanishes. The set of these critical points depends
on the choice of the boundary conditions, and can be directly determined from the data
itself. In most existing stability results, the boundary conditions are assumed to be such
that the critical points are avoided. In this talk | will present stability estimates for some
multi-waves inverse problems without assumption on the boundary conditions. This work
has been done in collaboration with Mourad Choulli (Université de Lorraine in France).
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M29: Priors and SPDEs

Scheduled:

Organizers:

Description:

Talks 1.
details:

Parallel Session 10 Friday, May 29 16:00 18:00 in SALI 3

Lassi Roininen, Sodankyla Geophysical Observatory, Finland
Simo Sarkka, Aalto University, Finland

Prior information for inverse problems via stochastic partial di erential equations

Levy alpha-stable priors for Bayesian inversion
Lassi Roininen, Sodankyla Geophysical Observatory, Finland

Abstract.  We are motivated in nding non-Gaussian priors for edge-preserving Bayesian
inversion. For this, we use Cauchy priors. For drawing estimators from the posterior
distribution, we use an extended Gibbs sampling, where instead of generating samples
from (1-dimensional) conditional distribution, we generate samples by using Metropolis-
Hastings algorithm to the conditional distributions. As Cauchy and Gaussian priors are
special cases of Levy alpha-stable distributions, we extend the methodology to distribu-
tions with varying alpha. We furthermore consider numerically discretisation-invariance
of the Levy-alpha stable distributions. We apply the developed methodology to a medium-
and high-contrast tomography problem.

Evolution equation representation of regularization in dynamic inverse
problems
Simo Sarkka, Aalto University, Finland

Abstract. This work is concerned with the use of stochastic evolution equations as
causal representations of spatio-temporal priors in statistical inverse problems. Example
applications are in magneto- and electroencephalography (MEG and EEG), di use opti-
cal tomography (DOT), and electrical impedance and capacitance tomography (EIT and
ECT), where accounting for the dynamics in the inverse solution is bene cial. We start by
discussing the relationship of Tikhonov regularization and Gaussian random eld priors,
and then show how spatio-temporal random elds (and hence Tikhonov-regularizers) can
be converted into weakly equivalent stochastic evolution equations. Because the corre-
sponding spatio-temporal stochastic process is Markovian in temporal direction, the cor-
responding inverse problem can be e ciently solved using Hilbert-space-valued Bayesian
(Kalman) lItering and smoothing. In particular, the resulting number of computations is
linear in the number of time steps as opposed to typical cubic and the inference procedure
easily adapts to real-time systems.
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3. Meshes, hyperparameters and priors: Practical aspects of Bayesian in-
verse problems with SPDE priors
Daniel Simpson,Norwegian University of Science and Technology

Abstract. When building Bayesian models for spatial and spatio-temporal problems,
prior choice turns out to be important. It is important to take into account both the

e ect of these priors on the resulting posteriors and the computational tractability of the
resulting inference problem. To address the second point, models built around stochas-
tic partial di erential equations (SPDEs) have been shown to be an extremely e ective
way to generate useful, computationally tractable spatial models. Unfortunately, SPDE
models do not absolve us from making hard choices: we are required to select a mesh, a
parameterisation for the hyperparameters, and priors on these hyperparameters. More-
over, these choices directly in uence the rst point: not every SPDE prior will be useful!

Selecting a mesh requires an explicit tradeo between accuracy and cost, whereas pa-
rameters and priors require a great deal of knowledge about the structure of the model.
Non-informative priors, such as reference priors, are extremely di cult to apply in practice
(they're expensive to apply to large datasets and only exist for Gaussian data). Further-
more, one may not wish to be non-informative: there is no shame in subjectivity and
measurements are not the only source of information!

In this talk, | will outline various ways of including both weak and strong information
into spatial models. In particular, | will show how to construct principled priors for the
hyperparameters in isotropic spatial models. | will also discuss low dimensional ways of
parameterising non-stationarity that are interpretable and useful for elicitation.

4. Probabilistic parcellation of whole-brain fMRI using Chinese restaurant
and Gaussian process priors
Pasi Jylanki, Radboud University Nijmegen, The Netherlands

Abstract.  We propose a novel Bayesian approach for functional parcellation of whole-
brain fMRI measurements. We use distant dependent Chinese restaurant processes (dd-
CRPs) to form a exible prior for partitioning the voxel measurements into clusters whose
number and shapes are unknown a priori. With dd-CRPs we can conveniently implement
di erent spatial constraints to ensure that our parcellations remain spatially connected
and physiologically meaningful. In addition, Gibbs sampling with dd-CRP priors imple-
ments automatically diverse split and merge update steps for the clusters together with
elementary single-voxel assignments steps.

We use Gaussian processes (GPs) as general purpose priors to model the temporally
smooth haemodynamic responses that give rise to the measured fMRI. A challenge with
the GP inference in our setting is the cubic scaling with respect to the number of time
points, which can become computationally prohibitive with fMRI measurements consist-
ing of potentially very long time series. To overcome this, we use the equivalent stochastic
di erential equation formulation of the GP priors to transform them into linear-Gaussian
state-space models, which enable e cient linearly scaling inference using Bayesian lter-
ing and smoothing methods. To utilize the increasing availability of parallel computation
resources, we also describe a population Monte-Carlo algorithm that can signi cantly
speed up convergence compared to traditional single-chain methods. First, we illustrate
the bene ts of the dd-CRP and GP priors with simulated experiments and then we apply
the approach to parcellation of resting state fMRI measured from 20 subjects. Joint work
with Ronald Janssen and Marcel van Gerven.
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M30-I: Imaging using light: from theory to application (Part 1)

Scheduled:

Organizers:

Description:

Talks 1.
details:

3.

Parallel Session 7 Thursday, May 28 16:00 18:00 in AUD XV

Teresa Correia,University College London, UK
Tanja Tarvainen, University of Eastern Finland

Optical imaging uses visible or near-infrared light to interrogate the internal properties
of biological tissues based on endogenous (e.g. haemoglobin) or exogenous (e.g. dyes)
contrast. Several optical imaging modalities have been developed. These include, but
are not limited to, di use optical tomography, uorescence di use optical tomography
and quantitative photoacoustic tomography. In this minisymposium, both analytical
and computational advances as well as experimental results in this area are presented.

Mathematical modeling of OCT and PAT
Otmar Scherzer,University of Vienna, Austria

Abstract.  Only recently there have been developed experimental setups that can per-
form photoacoustic (PAT) and optical coherence tomography (OCT) experiments in par-
allel. Combined setups can be used for imaging biological tissue up to a depth of approx-
imately 5mm. They have been used for in vivo studies of human and mouse skins. In
this talk we present a mathematical model for the combined system based on Maxwell's
equations with the focus of reconstructing the susceptibility and the Griineisen parameter
of a dielectric inhomogeneous medium. This is joint work with P. Elbau and L. Mindrinos.

Fast acquisition and reconstruction for uorescence molecular tomogra-

phy

Nicolas Ducros,University of Lyon, France

Abstract. Fluorescence molecular tomography (FMT) is an optical technique that al-
lows uorescent markers to be imaged in thick biological tissues. A FMT setup, which
consists of a near infrared light source and a detector collecting uorescence light, is very
simple. However, the inverse problem that consists in reconstructing the 3D marker dis-
tribution from the uorescence signal is severely ill-posed and highly challenging.

After a brief introduction to FMT regularized reconstructions, the talk will focus on
recent developments dedicated to fast FMT. In particular, two dimension reduction ap-
proaches, namely structured light illumination and data compression, will be discussed.
First, it will be shown that the use of well-chosen illumination patterns can reduce both
acquisition and reconstruction times. Second, it will be shown that standard image com-
pression techniques can easily be incorporated into the inversion framework, which signif-
icantly reduces the reconstruction cost.

Reconstructions obtained from both simulated and experimental data will be presented.

Topological reduction of the inverse Born series
John Schotland, University of Michigan, USA

Abstract. We consider the inverse Born series for di use waves in random media. In

previous work, we characterized the convergence, stability and approximation error of the

series. Here we discuss a recently discovered combinatorial structure that is present in
the series that leads to a fast image reconstruction algorithm.
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4. Recent advances in uorescence molecular tomography image recon-
struction
Teresa Correia,University College London, UK

Abstract. Fluorescence molecular tomography (FMT) is an imaging modality that
aims at reconstructing 3D distributions of uorescent markers embedded within biological
tissues. This technology has facilitated monitoring of molecular activity, tumour growth,
response to drug therapy, etc., mostly in small animals. In FMT, a near-infrared excitation
light source is used to obtain uorescence emission measurements. Detection can be
performed using a CCD camera, placed opposite the source, that is rotated around the
subject of study. Recently developed methods to improve image quality and reduce the
large dimensions of the problems will be described.
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M30-I1: Imaging using light: from theory to application (Part 2)

Scheduled:

Organizers:

Description:

Talks 1.
details:

Parallel Session 8 Friday, May 29 10:10 12:10 in AUD XV

Teresa Correia,University College London, UK
Tanja Tarvainen, University of Eastern Finland

Optical imaging uses visible or near-infrared light to interrogate the internal properties
of biological tissues based on endogenous (e.g. haemoglobin) or exogenous (e.g. dyes)
contrast. Several optical imaging modalities have been developed. These include, but
are not limited to, di use optical tomography, uorescence di use optical tomography
and quantitative photoacoustic tomography. In this minisymposium, both analytical
and computational advances as well as experimental results in this area are presented.

On numerical methods for parameter identi cation in radiative transfer
Herbert Egger, Darmstadt University of Technology, Germany

Abstract.  The propagation of light through an inhomogeneous medium, such as biolog-
ical tissue, can be prescribed by the radiative transfer equation. This integro partial dif-
ferential equation models the streaming of photons and their interaction with the medium
by absorption and scattering. We consider the identi cation of distributed absorption
and scattering parameters, which can be used to characterize the medium under inves-
tigation, from measurements of light distributions at the boundary. Particular emphasis
will be put on the design of adequate numerical methods that allow to establish existence
of regularized and approximations and their convergence to a minimum norm solution for
a wide class of settings, including the di usion limit.

Estimating blood oxygenation from photoacoustic images
Ben Cox, University College London, UK

Abstract.  Blood oxygen saturation orsO,, the ratio of oxygenated haemoglobin to total
haemoglobin concentration, is an important physiological indicator of tissue function and
pathology, and therefore has many clinical and preclinical applications. Optical methods
for estimating blood oxygenation are in common use, eg. pulse-oximetry, near-infrared
spectroscopy and di use optical tomography. Multiwavelength photoacoustic tomography
(PAT), a high resolution “coupled physics' modality, can also be used to estimatesO,.
However, nonlinear spectral unmixing algorithms are required as PAT images are the
product of the optical absorption coe cient and the local light uence, which introduces
“spectral colouring’. Various approaches to tackling this problem, from linear inversions
with carefully selected wavelengths to nonlinear inversions with the light modelled using
the radiative transfer equation, will be described.

CANCELLED
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3. Fluorescence Di use Optical Tomography (fDOT) prior information for
Brain imaging
Athanasios ZacharopoulosFORTH, Greece

Abstract.  Fluorescence Di use Optical Tomography (fDOT) has been proven a reliable
technique for tracing biomedical information expressing uorescence targets in vivo in
small animals. Recently, the combination of fDOT with a modality like XCT or MRI
has increased in popularity since the information content and the quality of the resulting
tomographic images can be enhanced by including crucial structural prior information to
the inverse problem of the image reconstruction. In this work we propose a method to
include structural information to the reconstructions of brain imaging in mice, by the use
of generic deformable mice atlases.

4. Approximate marginalization of measurement uncertainties in di use
optical tomography
Meghdoot Mozumder, University of Eastern Finland

Abstract. Di use optical tomography problem is highly sensitive to measurement and
modeling errors. Errors in the optode calibrations and unknown body shape can cause
signi cant artefacts in the reconstructed images. In this work, we present the feasibility

of the Bayesian approximation error approach to compensate such modelling errors. The
approach is tested with 2D simulations. The results show that the Bayesian approximation
error method can be used to reduce artefacts in the reconstructed images in the presence of
such optode and body shape errors. This is joint work with V. Kolehmainen, T. Tarvainen,
J.P. Kaipio and S.R. Arridge.
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M31: Spectral Tomography: Models, Methods, and Applications
Scheduled: Parallel Session 9 Friday, May 29 13:30 15:30 in SALI 10

Organizers: Martin Andersen, Technical University of Denmark

Description:

Talks
details:

Per Christian Hansen, Technical University of Denmark

Recent developments in spectral X-ray detector technology has lead to a wide range
of new, innovative applications of spectral CT, many of which rely on the improved
guantitative capabilities of spectral CT compared to conventional CT. However, there
are still several general as well as application-speci ¢ challenges that call for improved
models and computational methods. This mini-symposium focuses on recent advances
in models and methods for spectral CT and its applications.

1. Iterative Algorithms for Spectral Tomography
Martin Andersen, Technical University of Denmark

Abstract. Spectral tomography relies on the fact that the di erent spectral compo-
nents of a polyenergetic source are attenuated di erently. This energy-dependent photon
attenuation leads to a more complicated reconstruction model with multiple parameters
to estimate for each voxel in a reconstruction grid. As a consequence, prior informa-
tion in the form of regularization or parametric models is important in order to stabilize
underdetermined problems. In this talk, we consider di erent spectral priors and the cor-
responding reconstruction models, and we present iterative algorithms that are suitable
for large-scale problems.

Joint work with Jakob S. Jgrgensen, Technical University of Denmark.

2. Spectral Tomography for Breast Imaging
James Nagy,Emory University, USA

Abstract. In digital tomosynthesis imaging, multiple projections of an object are ob-
tained along a small range of di erent incident angles in order to reconstruct a pseudo-3D
representation of the object. In this talk we discuss a mathematical model for polyener-
getic digital breast tomosynthesis image reconstruction that explicitly takes into account
various materials composing the object and the polyenergetic nature of the x-ray beam.
The reconstruction problem requires solving a large scale, nonlinear inverse problem. We
discuss implementation details to e ciently solve this inverse problem, and provide per-
formance results on real data. Joint work with loannis Sechopoulos and Lina Merchan,
Department of Radiology, Emory University School of Medicine.
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3. Joint Reconstruction of Spectral CT Data via Constrained Total Nu-
clear Variation Minimization
David Rigie, University of Chicago, USA

Abstract. Recently, there has been a renewed interest in spectral x-ray CT, whereby
projection data are acquired at multiple energies because the additional spectral informa-
tion enables true quanti cation of contrast agents and tissue types. In practice, quantita-
tive images derived from spectral CT data su er from excessive noise, which may hinder
their clinical utility. Spectral CT data are typically used to reconstruct vector-valued im-
ages where each point in space maps to multiple image parameters. One potential method
for reducing noise in the reconstruction is to introduce a multi-channel regularizer that
jointly penalizes every image channel, thus leveraging common edges and texture features.
Several recent works have proposed vectorial generalizations of the total variation for color
image processing that are well suited to spectral CT. In this talk | will discuss some of
my recent work investigating the use of one such vectorial TV regularizer for spectral CT
reconstruction.

4. Forward Model of Scatter Data Formation in Positron Emission Tomog-
raphy and its Inversion
lvan Kazantsev, Institute of Numerical Mathematics and Computational Geophysics,
Novosibirsk, Russia

Abstract.  We investigate the idealized mathematical model of single scatter in PET for
a detector system possessing excellent energy resolution. The model has the form of in-
tegral equations describing a ux of photons emanating from the same annihilation event
and undergoing a single scattering with a certain angle. The equations are derived under
idealized geometric assumptions and therefore they need physical or statistical veri cation.
In this work we present statistical validation of the idealized analytical approach using
Monte Carlo simulation techniques. The numerical experiments were performed on a nu-
merical cylindrical phantom lled with water. The calculations were performed for central
and displaced positions of the spherical source of unit activity using the derived geometric
model. Good t of formula based and statistically generated pro les is observed. The
algorithm for activity reconstruction belonging to the Itered back-projection methods
family is developed. Results of numerical experiments are presented.

112



Minisymposia and contributed talks

M32-I: Bayesian Computation

Scheduled:
Organizer:

Description:

Talks 1.
details:

Parallel Session 2 Monday, May 25 16:00 18:00 in SALI 10
Felix Lucka, University College London, UK

Recently, there has been an increasing interest in solving ill-posed inverse problems
using Bayesian inference. One reason for this is that the probabilistic representation of
the inverse solution by the posterior distribution allows for a rigorous quanti cation of

its uncertainties. This advantage meets the demands of applications in which inverse
reconstructions are subject to further analysis procedures. A second reason is that
besides important theoretical progress, various new computational techniques allow for
sampling high dimensional posterior distributions. Finally, new approaches to treat
the inevitable nuisance terms inherent to the computational inversion of experimental
data have been established with great success.

Recent Advances in Bayesian Inference for Inverse Problems
Felix Lucka, University College London, UK

Abstract. In the rst part of the talk, we give an overview on Bayesian inference
as a framework for solving ill-posed inverse problems. Its increasing popularity will be
illustrated by highlighting several recent developments such as posterior uncertainty quan-
ti cation, in nite dimensional Bayesian inversion, sparsity priors, dynamic Bayesian in-
version and new posterior sampling techniques. Motivated by biomedical imaging ap-
plications, we then focus on Bayesian inference for linear inverse problems with sparsity
constraints. We present a collection of own contributions, including the development of
e cient Markov chain Monte Carlo (MCMC) samplers, new theoretical insights into the
relationship between MAP and CM estimates and computational results such as the in-
version of experimental computed tomography (CT) data with total variation (TV) and
Besov space priors. Finally, we close by some general comments on Bayesian inversion.
Joint work with Martin Burger.

. Bayesian Framework for the Detection of Sharp Transitions

Iryna Sivak, University of Warwick, UK

Abstract. A key challenge in the theory of inverse problems is the derivation of classical
methods of regularization from Bayesian formulations. In this talk we consider this issue
in the context of recovering binary one dimensional functions; think, for example, of the
problem of barcode reconstruction from the blurred and noisy signal which comes from
the scanner. We demonstrate a choice of prior for which an appropriate Gamma-limit of
the MAP estimator functional comprises the standard output least squares contribution,
penalized by a term proportional to the number of jumps; the limit functional is to be
minimized over the class of binary functions.

Joint work with Viet Ha Hoang (NTU Singapore) and Andrew Stuart (University of
Warwick).
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3. Likelihood-informed Dimension Reduction in Nonlinear Inverse Prob-
lems
Youssef Marzouk,MIT, USA

Abstract. The Bayesian approach to inverse problems in principle requires posterior
sampling in high or in nite-dimensional parameter spaces. However, the intrinsic dimen-
sionality of such problems is a ected by prior information, limited data, and the smoothing
properties of the forward operator. Often only a few directions are needed to capture the
change from prior to posterior. We describe a method for identifying these directions
through the solution of a generalized eigenvalue problem, and extend it to nonlinear prob-
lems where the data mist Hessian varies over parameter space. This scheme leads to
more e cient Rao-Blackwellized posterior sampling schemes.

Joint work with James Martin, Tiangang Cui, Antti Solonen and Alessio Spantini.

4. Where Bayes meets Krylov: Bayesian iterative linear solvers for inverse
problems
Daniela Calvetti, Case Western Reserve University, USA

Abstract. The use of iterative linear system solvers was motivated originally by the
large size of the problem or the unavailability of the underlying matrix. Later it was
shown that when equipped with suitable stopping rules, iterative linear solvers are very
well suited for the solution of inverse problem providing a valuable alternative to Tikhonov
regularization. In this talk we will explore the connection between the Bayesian framework
for inverse problems and Krylov subspace methods, exploring the interplay between priors
and right preconditioners and noise/modeling error and left preconditioners. The power
of the Krylov-Bayes partenrship will be illustrated with computed examples arising from
an application to Magnetoencephalography (MEG).
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Parallel Session 4 Tuesday, May 26 16:00 18:00 in SALI 3
Felix Lucka, University College London, UK

Recently, there has been an increasing interest in solving ill-posed inverse problems
using Bayesian inference. One reason for this is that the probabilistic representation of
the inverse solution by the posterior distribution allows for a rigorous quanti cation of

its uncertainties. This advantage meets the demands of applications in which inverse
reconstructions are subject to further analysis procedures. A second reason is that
besides important theoretical progress, various new computational techniques allow for
sampling high dimensional posterior distributions. Finally, new approaches to treat
the inevitable nuisance terms inherent to the computational inversion of experimental
data have been established with great success.

Recent advances in solution of large-scale Bayesian inverse problems
Tan Bui-Thanh, University of Texas at Austin

Abstract. Inverse problems infer unknown parameters of a physical systems from in-
direct measurements. Parameters are typically related to indirect measurements by a
system of partial di erential equations (PDEs), which are complicated and expensive to
evaluate. Available indirect data are often limited, noisy, and subject to natural variation,
while the unknown parameters of interest are often high dimensional, or in nite dimen-
sional in principle. Solution of the inverse problem, along with prediction and uncertainty
assessment, can be systematically cast in a Bayesian framework. This contributed talk
session presents recent advances in all aspects of solution of Bayesian inverse problems
including advanced (MCMC) sampling technques, fast algorithms, structure-exploiting
methods, etc.

Spectral quantitative photoacoustic tomography: parameter estimation
using a Bayesian approach
Aki Pulkkinen, University of Eastern Finland

Abstract. Spectral quantitative photoacoustic tomography (SQPAT) seeks to form
estimates of spatial distributions of physiological parameters in biological tissues based on
photoacoustic data obtained at multiple illuminating wavelengths. This can be achieved
by coupling photoacoustic forward models at di erent wavelengths with spectral models
of optical tissue parameters, such as the optical absorption and the scattering coe cients.
In this talk, a Bayesian inverse problem approach to the parameter estimation problem is
described. The results demonstrate that simultaneous estimation of Gruneisen parameter,
chromophore concentrations, and Mie scattering parameters is possible in SQPAT. This
is joint work with T. Tarvainen, University of Eastern Finland.

3. A Bayesian Approach to Hyperspectral Remote Sensing of Canopy LAI

Petri Varvia, University of Eastern Finland

Abstract.  The canopy leaf area index (LAI) in forests can be estimated based on hyper-
spectral satellite measurements by inverting a canopy re ectance model. The re ectance
models, however, contain several other parameters in addition to LAI, and the uncertainty
of these nuisance parameters is a major error source. We recast the LAl estimation prob-
lem in the framework of Bayesian inversion, form informative prior densities for all the
variables, and use MCMC is to marginalize over the unknown nuisance parameters. We
study the characteristics of this inverse problem using numerical simulations, and validate
the proposed approach also using real data.
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4. Bayesian approach to the inverse problem of option pricing and detec-
tion of nancial bubbles
Martin Simon, Deka Investment, Germany

Abstract. In this talk we develop an e cient Bayesian approach to the inverse problem
of option pricing. Such an approach can not only estimate the unknown volatility from
observed market data, it is also capable of quantifying the uncertainty inherent in the
inverse problem. We sketch how this knowledge can be used for uncertainty propagation
in the martingale theory of nancial bubbles.
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Organizers: Jan-Frederik Pietschmann, TU Darmstadt, Germany
Matthias Schlottbom, University of Munster, Germany

Description:  In this symposium we present several examples of inverse problems applied to recent
topics in mathematical biology. This ranges from parameter identi cation problems
for non-linear partial di erential equations up to image processing for cell microscopy
data. It is our belief that inverse problems with biological applications are a eld which
has many interesting open problems relevant to applications. Therefore, our aim is to
present examples illustrating the broad range of problems and to introduce interested
participants to this topic.

Talks 1. Methods for Automatic Mitosis Detection and Tracking in Phase Con-
details: trast Images
Joana Grah, University of Miinster, Germany

Abstract.  Nowadays research in the biomedical sciences, including mitotic index anal-
ysis of cancer cells, strongly depends on evaluation and processing of digital microscopy
images. We present a framework for automatic detection and analysis of mitotic cells
based upon the Circular Hough transform as well as new variational cell tracking methods
speci cally adjusted for phase contrast microscopy image sequences. One characteristic
of mitotic cells is their circularity. By means of the Circular Hough transform, which is a
widespread technique for shape detection, we are able to identify mitotic cells in a large
sequence of images. The circle around the cell subsequently serves as an initial contour for
tracking the mitotic cell through the whole mitosis cycle. To do so the tracking procedure

is subdivided in a backward and a forward step: First, the cell is tracked backwards in
time until it reaches its usual at visual state (the start of the mitosis cycle). After that,

it is tracked forwards in time until it divides or dies (end of the mitosis cycle). From this
analysis we determine the length of the mitotic phase as well as measure the mitotic index
of the cell sample, that is the relative number of cells undergoing mitosis.

2. Cellular Force and Stress Reconstruction
Guido Vitale, Université Joseph Fourier de Grenoble, France

Abstract. Traction Force Microscopy (TFM) is an inverse method that allows to ob-
tain the stress eld applied by a living cell on the environment on the basis of a pointwise
knowledge of the displacement produced by the cell itself during its migration. This
biophysical problem, usually addressed in terms of Green functions, can be alternatively
tackled in a variational framework. In such a case, a suitable penalty functional has to
be minimized. The resulting Euler-Lagrange equations include both the direct problem
based on the linear elasticity operator as well as an equation built on its adjoint. Results
from a two-dimensional model, i.e. where living cancer cells are migrating on a plane
substrate, are briey presented. While the mathematics is well established also in the
three-dimensional case, i.e. where cells are completely embedded in the gel matrix, the
experimental data needed are more di cult to obtain than the two-dimensional coun-
terpart. First steps towards the complete three-dimensional traction reconstruction are
reported.
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3. Model selection for bacterial growth and division process
Marie Doumic Jau ret, INRIA Paris-Rocquencourt, France

Abstract. Bacterial growth follows intricate mechanisms, so that selecting a proper
(simpli ed) structuring variable - for the stochastic process or the related integro-PDE

- for division is a key step to understand the population dynamics. In this talk, we will
discuss recent mathematical methods for estimating the division rate and selecting the
structuring variable, with application to E. Coli experiments. We will also point out the
role of variability amongst cells and its in uence on the tness of the whole population.

4. Inverse Problems in Chemotaxis
Jan-Frederik Pietschmann, TU Darmstadt, Germany

Abstract.  Chemotaxis refers to the directed movement of cells in response to a chemical
signal called chemoattractant. A crucial point in the mathematical modeling of chemotac-
tic processes is the correct description of the chemotactic sensitivity and of the production
rate of the chemoattractant. In this talk, we investigate the identi cation of these non-
linear parameter functions in a chemotaxis model with volume- lling. We also discuss
the numerical realization of Tikhonov regularization for the stable solution of the inverse
problem. Our theoretical ndings are supported by numerical tests.
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Description:  In conventional tomography it is a recurrent challenge to obtain reliable images with

Talks
details:

both high contrast and high resolution. As a remedy novel kinds of Hybrid Tomography
have been proposed that involve the combined use of two coupled physical phenomena
in a single measurement setup. Hybrid Tomography raises important questions of both
practical and theoretical relevance and the goal of this minisymposium is to discuss
new trends in this eld and create synergy between people working on its di erent
aspects such as new modalities and modelling, practical realizations, computational
issues and mathematical theory.

1. Conductivity Imaging from Minimal Interior Measurements
Amir Moradifam, University of California, USA

Abstract. | will discuss the problem of recovering an isotropic conductivity outside of

some perfectly conducting or insulating inclusions from knowledge of the magnitude of one
current density vector eld. This problem is closely related to uniqueness of minimizers

of certain weighted least gradient problems and theory of minimal surfaces. We prove
that the conductivity outside of the inclusions as well as the shape and position of the
inclusions are uniquely determined by the magnitude of the current generated by imposing
a given boundary voltage.

CANCELLED

2. Coupled-physics Inverse Problems for the System of Elasticity
Francois Monard, University of Washington, USA

Abstract. We will review recent results by the author and collaborators, concerned
with reconstructing an elasticity tensor from knowledge of displacement elds. The rst
case concerns the reconstruction of Lame parameters (case of isotropic elasticity tensor),
jointly with G. Bal, S. Imperiale and C. Bellis. Such an approach is then generalized
to the case of a fully anisotropic elasticity tensor, in a joint work with G. Bal and G.
Uhlmann. Reconstruction strategies, their stability and range of validity will be covered.
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3. Dynamic lung ventilation monitoring by using electrical impedance to-
mography (EIT): reduction of ghost artifacts
Tingting Zhang, Yonsei University, Seoul

Abstract. Electrical impedance tomography can provide continuous real-time dynamic
images of conductivity distribution for ventilation/perfusion monitoring. Most commonly,

one band of electrodes or multiple bands of electrodes are designed and attached to the
surface of thorax to image 3D distribution of lung ventilation during periodic breathing.

In this work, we experimentally investigate the in uence of arrangements of electrical
electrodes on the 3D reconstructed images by using a cylindrical phantom with four bands
of eight electrodes (32 electrodes in total) attached on the boundary. By experiments, we
try to dig out one way to reduce the 3D “ghost' artifact in longitudinal direction of 3D
reconstructed images.

4. Quantitative Ultrasound-modulated Optical Numerical Tomography
(QUONT)
Sam Powell, University College London, UK

Abstract. Quantitative ultrasound-modulated optical numerical tomography
(QUONT) is a biomedical imaging modality which uses the spatially localised acoustically
driven modulation of coherent light as a probe of the structure and optical properties of
biological tissues.

QUONT relies upon a model-based inversion to recover the parameters of interest. In
this presentation | will begin by reviewing the coupled physics which enable this modal-
ity. | will introduce various approaches to forward modelling, before posing the inverse
problem, and examining the sensitivity functions which de ne the spatial resolution of
the technique. Finally, | will demonstrate a simulated reconstruction using an adjoint-
assisted, gradient-based formulation, with a di usion-style forward model.
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Parallel Session 3 Tuesday, May 26 13:30 15:30 in F26-JUHLASALI

Simon Arridge, University College London, UK
Marta Betcke, University College London, UK
Kim Knudsen, Technical University of Denmark

In conventional tomography it is a recurrent challenge to obtain reliable images with
both high contrast and high resolution. As a remedy novel kinds of Hybrid Tomography
have been proposed that involve the combined use of two coupled physical phenomena
in a single measurement setup. Hybrid Tomography raises important questions of both
practical and theoretical relevance and the goal of this minisymposium is to discuss
new trends in this eld and create synergy between people working on its di erent
aspects such as new modalities and modelling, practical realizations, computational
issues and mathematical theory.

Stability for Current Density Impedance Imaging
Carlos Montalto, University of Washington, USA

Abstract.  The inverse problem of Current Density Impedance Imaging (CDII) aims to
recover the conductivity of a body from the information of one voltage at the boundary
and the internal information of the current density. In a CDIl experiment, electric current

is injected into a body and the current density is obtained using magnetic resonance mea-
surements. We study the case of recovering isotropic conductivities from one-dimensional
information of the current density (e.g., its norm or one well-chosen component). We
present Holder stability results in the cases of full and partial data. We work under the
assumption that the voltage potential has no critical points inside the domain.

. Reconstructions in Photoacoustics with Variable Sound Speed

Otmar Scherzer,University of Vienna, Austria

Abstract.  In this talk we review photoacoustic imaging with variable sound speed. We
also present a new approach, which is based on a regularization approach. The approach
is similar to time-reversal as proposed by Stefanov and Uhlmann. However, our approach
is based on a gradient based algorithm where convergence properties can be deducted
immediately from regularization theory. We discuss the numerical implementation.

Finally we report on sectional imaging and that it can be used forsimultaneousidenti-
cation of the absorption density and the speed of soundby photoacoustic measurements.
The mathematical model for such an experiment is developed and exact reconstruction
formulas for both parameters are presented.

This is joint work with Z.Belhachmi, P.Elbau, T. Glatz, A. Kirsch and R. Schulze.

. Mathematical Modeling in Full Field Optical Coherence Elastography

Pierre Millien, Ecole Normale Supérieure, France

Abstract.  We provide a mathematical analysis of and a numerical framework for full-
eld optical coherence elastography, which has unique features including micron-scale
resolution, real-time processing, and non-invasive imaging. We develop a novel algorithm
for transforming volumetric optical images before and after the mechanical solicitation of
a sample with sub-cellular resolution into quantitative shear modulus distributions. This
has the potential to improve sensitivities and speci cities in the biological and clinical
applications of optical coherence tomography.
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4. Inverse Transport and Acousto-Optic Imaging
John Schotland, University of Michigan, USA

Abstract. A method to reconstruct the optical properties of a highly-scattering medium
from acousto-optic measurements is proposed. The method is based on the solution to
an inverse problem for the radiative transport equation with internal data. A stability
estimate and a direct reconstruction procedure are described.
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Parallel Session 10 Friday, May 29 16:00 18:00 in SALI 6
Lauri Oksanen, University College London, UK

The minisymposium focuses on recent advances in inverse problems for hyperbolic
partial di erential equations. There are several methods to study such problems based,
for example, on control theoretic techniques and on microlocal analysis. All aspects of
hyperbolic inversion techniques are welcome to be discussed.

The determination of the black hole by boundary measurements
Gregory Eskin, University of California, USA

bstract. We study the wave equation corresponding to the Lorentzian metric

;k -0 Gk (X)dx; dx that describes the wave propagation in moving medium. The space-
times with such metrics may have black holes. Such black holes are called analogue black
holes to distinguish from the black holes in the general relativity. The di erence with the
general relativity is that the metric is not a solution of the Einstein's equations.

We consider the determination of the black hole by the boundary measurements in

the case of nonstationary spherically symmetric metrics. We also consider the case of
nonsphercally symmetric stationary metrics.

. Inverse problems in bistatic SAR with di erent speeds

Raluca Felea,Rochester Institute of Technology, USA

Abstract. We consider the bistatic Synthetic Aperture Radar (SAR) imaging when
both transmitter and receiver move at constant but di erent speeds on a line. We analyse
the microlocal properties of the forward operatorF, which maps the image to the data and
the normal operator F F used to reconstruct the image. We show that the projections
to the left and to the right of the canonical relation of F exhibit fold and blowdown
singularities and that the normal operator can be written as a sum of operators belonging
to a class of distributions associated to two cleanly intersecting Lagrangians ™' ( ;) .
In these cases, artifacts appear and they have the same strength as the initial location of
the singularities. This is joint work with G. Ambartsoumian, V. Krishnan, C. Nolan and

T. Quinto.

. A Traveltime Inverse Problem in Spacetime

Yang Yang, Purdue University, USA

Abstract.  We consider an inverse problem in a Lorentzian manifoldM;g). We show

that the time measurements, which is the knowledge of the Lorentzian separation function
on a submanifold , determine the derivatives of the metric tensor. This result can be used
to study the global determination of a spacetime if it either has a real-analytic structure

or is stationary and satis es the Einstein-scalar eld equations. The presented results
are Lorentzian counterparts of the extensively studied inverse problems in Riemannian
geometry determination of the jet of a metric and the boundary rigidity problem. This

is a joint work with M. Lassas and L. Oksanen.

Multiwave Tomography in closed domains
Plamen Stefanov,Purdue University, USA

Abstract. We study the thermocoustic model in a bounded domain with perfectly
re ecting boundary conditions. We propose a modi cation of the sharp time reversal
allowing to solve the problem with an exponentially converging Neumann series.

123



Minisymposia and contributed talks

M36-1: Optimization methods for signal and image processing (Part 1)

Scheduled:

Organizers:

Description:

Talks 1.
details:

2.
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Ignace Loris, Université Libre de Bruxelles, Belgium
Marco Prato, Universita di Modena e Reggio Emilia, Italy

Many important signal and image processing applications in several areas are extremely
relevant problems with a meaningful social e ect. The development of e cient opti-
mization methods for their solution is an actual research topic since the algorithms
implemented on the commercial systems often lack in speed, stability or capability of
preserving speci c image properties. The aim of this symposium is to collect several
experiences of real applications in signal and image processing addressed by means of
powerful and e ective optimization approaches, with particular attention devoted to
regularization strategies aimed at reducing the corruptive e ect of the data noise on
the reconstructions.

Alternating Direction Approximate Newton Algorithm for I
-conditioned inverse Problems
Maryam Yashtini, Georgia Institute of Technology, USA

Abstract.  An alternating direction approximate Newton method (ADAN) is developed
for solving composite, nonsmooth inverse problems arising in image reconstruction prob-
lems. The proposed algorithm is designed to handle applications where the matrix in the
delity term is large, dense, and ill conditioned. This algorithm is based on the ADMM al-
gorithm and an approximation to Newton's method in which Newton's Hessian is replaced
by a Barzilai-Borwein approximation. It is shown that ADAN converges to a solution of
the inverse problem; neither a line search nor an estimate of problem parameters, such
as a Lipschitz constant, are required. Numerical results are provided using test problems
from parallel MRI.

Joint work with William Hager, University of Florida, and Hongchao ZhangLouisiana
State University.

A convergent alternating-block iterative scheme for least-squares regu-
larized blind deconvolution
Federica Porta, Universita di Modena e Reggio Emilia, Italy

Abstract.  To address the solution of a blind deconvolution problem with data corrupted
by Gaussian noise, a common strategy leads to the minimization of a least-squares t-to-
data discrepancy and possible regularization terms accounting for speci ¢ features to be
preserved in both the image and the PSF. Inspired by a very recent approach belonging to
the class of proximal alternating linearized algorithms, we develop a convergent method
to face the above blind deconvolution problem. The crucial point of our proposal is
an e cient automatic backtracking procedure allowing to select the steplength parameter
larger than the inverse of the Lipschitz constants of the partial gradients with a consequent
improvement in the convergence rate.

Joint work with Anastasia Cornelio and Marco Prato, Universita di Modena e Reggio
Emilia.
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3. On the ergodic convergence rates of a rst-order primal-dual algorithm
Thomas Pock, Graz University of Technology, Austria

Abstract.  We revisit the proofs of convergence for a rst order primal-dual algorithm
for convex optimization which we have studied a few years ago. In particular, we prove
rates of convergence for a more general version, with simpler proofs and more complete
results.

Joint work with Antonin Chambolle, Ecole Polytechnique

4. Scaled gradient projection method for linear system identi cation
Riccardo Zanella, Universita di Ferrara, Italy

Abstract. Statistically robust methods for learning dynamical system exploit regular-
ization techniques, commonly used in statistics, machine learning and signal processing,
to balance data delity and model complexity. Resulting approach can be cast as a con-
strained optimization problem, suitable to be solved by rst order projection methods. In
this talk we apply a Scaled Gradient Projection (SGP) method for the minimization of the
resulting objective function, and we summarize steplength and scaling matrix selections
strategies, in order to e ciently solve the optimization problem.

Joint work with Silvia Bonettini, Universita di Ferrara and Alessandro Chiuso,Uni-
versita di Padova
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Ignace Loris, Université Libre de Bruxelles, Belgium
Marco Prato, Universita di Modena e Reggio Emilia, Italy

Many important signal and image processing applications in several areas are extremely
relevant problems with a meaningful social e ect. The development of e cient opti-
mization methods for their solution is an actual research topic since the algorithms
implemented on the commercial systems often lack in speed, stability or capability of
preserving speci c image properties. The aim of this symposium is to collect several
experiences of real applications in signal and image processing addressed by means of
powerful and e ective optimization approaches, with particular attention devoted to
regularization strategies aimed at reducing the corruptive e ect of the data noise on
the reconstructions.

Preconditioned Douglas-Rachford algorithms for the solution of inverse
problems in imaging
Kristian Bredies, University of Graz, Austria

Abstract. We present a preconditioned version of the Douglas-Rachford splitting
method for the solution of convex-concave saddle-point problems which often arise in
Tikhonov regularization for linear inverse problems with non-smooth penalty functionals.
The method enables to replace the solution step for a linear system in each iteration by ap-
proximate solvers without having to control the error. The iterates are shown to converge
weakly in Hilbert space under minimal assumptions. Moreover, ergodic sequences associ-
ated with the iteration admit a O(1=k) convergence rate in terms of restricted primal-dual
gaps. We demonstrate the e ciency of the algorithm for the solution of imaging problems
such as deblurring with total (generalized) variation (TV/TGV) penalties.

Joint work with Hongpeng Sun, University of Graz.

Numerical algorithms for non-smooth optimization and applications
Ignace Loris, Université Libre de Bruxelles, Belgium

Abstract. Inverse problems are often cast in the form of a non-smooth optimization
problem involving an objective function that is the combination of a data mist term
and regularizing penalty or constraint. In this talk | will discuss iterative algorithms for
the numerical solution of such problems. The algorithms are based on the availability of
the proximal operator of the non-smooth part of the objective function. In patrticular, |
will discuss convergence when the proximal operator can only be calculated approximately.
Veri able criteria for such an inexact computation are also given in some cases of practical
interest.

Joint work with Silvia Bonettini, Universita di Ferrara, Federica Porta and Marco
Prato, Universita di Modena e Reggio Emilia
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3. Alternating proximal method for blind video restoration involving var-
ious regularization strategies
Feriel Abboud, Université Paris-Est, France

Abstract.  The restoration of old analog video sequences is a large scale inverse problem
involving a spatial blur kernel and additive noise. In this paper we propose a novel
blind video deconvolution algorithm able to handle various total variation-like spatial
regularizations. This method relies on a proximal alternating minimization strategy and
takes into account the temporal continuity between frames. Simulations carried out on
synthetic and real sequences show the good performance of our method.

Joint work with Emilie Chouzenoux and Jean-Christophe Pesquet,Université Paris-
Est, Jean-Hugues Chenot and Louis Laborellilna EXPERT .

4. Stochastic proximal methods for machine learning
Silvia Villa, Italian Institute of Technology

Abstract. In this talk | will present recent advances on the convergence properties
of a class of stochastic proximal gradient algorithms for solving minimization problems.
These algorithms are easy to implement and suitable for solving high dimensional problems
thanks to the low memory requirement of each iteration. Moreover, they are particularly
suitable for composite optimization, where a convex objective function is the sum of a
smooth and a non-smooth component. | will focus on convergence results on the iterates,
and | will show that this algorithm can be naturally applied to online machine learning
problems.

Joint work with Lorenzo Rosasco, Massachusetts Institute of Technologyand Bang
Cong Vu, ltalian Institute of Technology.
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Habib Ammari, Ecole Normale Supérieure, France
Aku Seppéanen,University of Eastern Finland
Manuchehr Soleimani,University of Bath, UK

In non-destructive testing (NDT), materials and structures are evaluated without caus-
ing damage. For example, in civil engineering, the objective of NDT can be the as-
sessment of cracking in concrete structures, or detection of rebar corrosion. A typical
setting in NDT is such that the properties of the material/structure are estimated based
on indirect measurements from the material surface. This often leads to an ill-posed
inverse problem. This minisymposium brings together researchers working on inverse
problems related to several emerging NDT techniques. Both theoretical and practical
aspects of NDT will be addressed.

Electrical impedance tomography for detection of damage and monitor-
ing moisture ow in Concrete
Aku Seppanen,University of Eastern Finland

Abstract. In this work, electrical impedance tomography (EIT) is developed for two
applications: detecting damage and monitoring moisture ow in concrete. For the damage
detection, we use a sensing skin a thin layer of electrically conductive copper paint
that is applied to the surface of concrete. Cracking of the concrete substrate results in
a rupture of the sensing skin, decreasing the electrical conductivity of the sensing skin
locally. The decrease of the conductivity is detected with EIT. In the second application,
the moisture ow is monitored with EIT by imaging the electrical conductivity of the
concrete substrate itself. We carried out experiments, where EIT reconstructions were
compared with photographs of the concrete surface (sensing skin application) and neutron
radiography (moisture ow application). The results demonstrate that EIT is a feasible
tool for both applications.

This is a joint work with Mohammad Pour-Ghaz and Milad Hallaji from North Carolina
State University.

Electrical and Electromagnetic Tomography Methods for NDE
Manuchehr Soleimani,University of Bath, UK

Abstract. Non-destructive evaluation (NDE) is an important area of applied inverse
problems (AIP). Traditional NDE based methods are relying on skill of the inspection
operator, while AIP based NDE o ers a potentially automated and smart way for NDE.

In this talk we present electrical tomography based NDE and challenges associated with
these techniques for NDE applications. We show examples where an electrical tomography
based method delivers NDE tasks, for example in inspection of wall losses in metallic and
plastic pipes, or deposit detection in pipelines. We present formulation for forward and
invers problems for a range of electrical and electrical tomography techniques, and discuss
possible ways for which these techniques could be matured as future NDE devices.
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3. Electrical impedance spectroscopic imaging for detecting cracks and re-
inforcing bars in concrete structures
Tingting Zhang, Yonsei University, Korea

Abstract. An electrical impedance spectroscopy-based nondestructive testing (NDT)
method is proposed to image both cracks and reinforcing bars in concrete structures. The
method utilizes the frequency-dependent behavior of thin insulating cracks: low-frequency
electrical currents are blocked by insulating cracks, whereas high-frequency currents can
pass through the conducting bars without being blocked by thin cracks. From various
frequency-di erence EIT images, we can show its advantage in terms of detecting both thin
cracks and bars. Various numerical simulations and experiments support the feasibility
of the proposed method.

4. Detection and identi cation of targets from eddy current data
Darko Volkov, Worcester Polytechnic Institute, USA

Abstract. In this talk we will discuss an e cient algorithm for identifying conductive
objects using induction data derived from eddy current probes and measurements. Our
method consists of rst extracting geometric features from induction data and then match-
ing them to pre-computed data for known objects from a given dictionary. The matching
step relies on fundamental properties of conductive polarization tensors: we will outline
how these conductive polarization tensors were introduced in an earlier rigorous mathe-
matical study. We will explain how relevant invariants for these polarization tensors were
derived. From there, we will give an outline of how we designed our shape identi cation
method. We will illustrate it with numerical simulations and demonstrate its robustness
to noise.

This is joint work with Habib Ammari, Junging Chen, Zhiming Chen, Josselin Garnier,
and Han Wang.
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Habib Ammari, Ecole Normale Supérieure, France
Aku Seppéanen,University of Eastern Finland
Manuchehr Soleimani,University of Bath, UK

In non-destructive testing (NDT), materials and structures are evaluated without caus-
ing damage. For example, in civil engineering, the objective of NDT can be the as-
sessment of cracking in concrete structures, or detection of rebar corrosion. A typical
setting in NDT is such that the properties of the material/structure are estimated based
on indirect measurements from the material surface. This often leads to an ill-posed
inverse problem. This minisymposium brings together researchers working on inverse
problems related to several emerging NDT techniques. Both theoretical and practical
aspects of NDT will be addressed.

Size estimate of inclusions from boundary measurements for complex
conductivity
Hyundae Lee,Inha university, Korea

Abstract.  The size estimation problem in electrical impedance tomography is considered
when the conductivity is a complex number and the body is two-dimensional. Upper and
lower bounds on the volume fraction of the unknown inclusion embedded in the body are
derived in terms of two pairs of voltage and current data measured on the boundary of the
body. These bounds are derived using the translation method. We also provide numerical
examples to show that these bounds are quite tight and stable under measurement noise.

Damage Identi cation under Modelling Uncertainties
Daniel Castello, Federal University of Rio de Janeiro, Brazil

Abstract. This work presents an approach for damage identi cation under modeling
uncertainties. The approach considers the use of less accurate models for model-based
damage identi cation strategies. In general, the use of less accurate models can save com-
putational time. Nevertheless, at the same time, it increases the possibility of recovering
misleading results. Therefore, we propose an approach for damage identi cation that
takes into account modeling errors as random variables. Modeling uncertainties are char-
acterized by the use of the Approximation Error Approach. As a result, we build a quite
general approach that enables the use of less accurate models that still keeps accuracy
of the recovery by making a compensation for modeling errors. Some numerical results
are presented considering uncertainties both in the model accuracy and the excitation
spectra.
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3. Determination of wall thickness and defect parameters of metallic and
non-metallic structures using active thermography
Sebastian GoétschelZuse Institute Berlin, Germany

Abstract.  Active thermography is applied more and more often in non-destructive test-
ing of materials and structures, as this method is fast, non-touching, gives direct images
and can be automated easily. Thus, it is well suited to test large objects as well as objects
with complicated structures. Active thermography is based on heating of the object under
test (e.g., by ash lamps, halogen lamps) for generating a non-stationary heat transfer.
Defects and inhomogeneities can be detected and characterised if their material param-
eters di er from the surrounding, inducing a thermal contrast at the surface. In most
cases, due to inhomogeneous heating and lateral di usion e ects a quantitative analysis
of experimental data is only possible using model-based reconstruction techniques. In this
contribution, quantitative reconstruction of defects leading to a backwall reduction by nu-
merically solving the inverse problem of heat transport will be presented. Furthermore,
signi cantly faster! and e ective heuristic methods are investigated.

This is a joint work with Christiane Maierhofer and Regina Richter (BAM Federal
Institute for Materials Research and Testing, Berlin, Germany) and Martin Weiser (Zuse
Institute Berlin).

CANCELLED

4. A couple of approaches to multiscale inverse problems
Ruanui Nicholson, University of Auckland, New Zealand
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1.

Parallel Session 6 Thursday, May 28 13:30 15:30 in AUD XIlI

Francis Chung, University of Michigan, USA
Mikko Salo, University of Jyvaskyla, Finland

The purpose of this minisymposium is to bring together experts working on various
aspects of inverse problems related to PDE systems of elliptic type. Examples include
Maxwell, Dirac and Hodge Laplace type equations, as well as equations related to
elasticity and uid dynamics. The focus will be on mathematical methods related to the
recovery of coe cients or interfaces, including uniqueness, stability and reconstruction
issues.

CANCELLED

On uniqueness of an inverse problem for the time harmonic Maxwell
equations
Pedro Caro, ICMAT, Spain

Abstract.

2. An HgP(curl; ) estimate for the Maxwell system

Manas Kar, University of Jyvaskyla, Finland

Abstract.  In this talk, we derive an H3P(curl; ) estimate for the solutions of the
Maxwell type equations modeled with anisotropic andws* () -regular coe cients. Here,
we obtain the regularity of the solutions for the integrability and smoothness indices(p; s)
in a plane domain characterized by the apriori lower/upper bounds of the coe cient a
and the apriori upper bound of its Holder semi-norm of orders. The proof relies on
a perturbation argument generalizing Groger'sLP-type estimate, known for the elliptic
problems, to the Maxwell system. This is a joint work with Mourad Sini.

132



Minisymposia and contributed talks

3. An inverse boundary problem for the Stokes equations in the plane
Ru-Yu Lai, University of Washington, USA

Abstract.  We will discuss the global identi ability of the viscosity in an incompressible
uid in two dimensional case. The main focus in this talk will be on deriving that the
inverse boundary value problem for the two dimensional Stokes equations and that for a
rst order system are equivalent. We then show that uniqueness of the viscosity can be
determined by the Cauchy data. This is a joint work with G. Uhlmann and J.-N. Wang.

4. An inverse problem for the Hodge Laplacian
Francis Chung, University of Michigan, USA

Abstract. In this talk | will describe an inverse problem for the Hodge Laplacian and
give some motivation for the problem by describing its relationship to inverse problems
for Maxwell and Dirac equations. | will discuss some results for the Hodge Laplacian
problem, in the case of full and partial boundary data, and describe some of the main
ideas which arise in the proof, including connections to tensor tomography. This is joint
work with Mikko Salo and Leo Tzou.
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Francis Chung, University of Michigan, USA
Mikko Salo, University of Jyvaskyla, Finland

The purpose of this minisymposium is to bring together experts working on various
aspects of inverse problems related to PDE systems of elliptic type. Examples include
Maxwell, Dirac and Hodge Laplace type equations, as well as equations related to
elasticity and uid dynamics. The focus will be on mathematical methods related to the
recovery of coe cients or interfaces, including uniqueness, stability and reconstruction
issues

Coe cients identi cation problem for elasticity systems
Gen Nakamura, Inha University, Korea

Abstract.  We will consider the inverse coe cients boundary value problem for elasticity.
In particular the uniqueness of identifying elasticity tensors. After reviewing some known
results, we will present a new result. This is a joint work with Leyter Marchado Potenciano
(Univ. of Madrid Autonoma, Spain) and Gunther Uhlmann (Univ. of Washington, USA).

On partial data inverse problems for Maxwell equations
Petri Ola, University of Helsinki, Finland

Abstract. This talk is based on joint work with Francis Chung (University of Michi-
gan), Mikko Salo (University of Jyvaskyld) and Leo Tzou (Universities of Stockholm
and Sydney). We consider the Carleman estimate approach to partial data problem for
Maxwell equations, and prove the electromagnetic parameters are uniquely determined
by boundary measurements where part of the boundary data is measured on a possibly
very small set. This is a partial extension of earlier scalar results of Bukhgeim-Uhimann
and Kenig-Sjostrand-Uhimann to the Maxwell system.

Stable determination of an elastic inclusion by boundary measurements
Edi Rosset, Universita Trieste, Italy

Abstract.  We consider the problem of identifying an unknown inclusion inside an elastic
body by the Dirichlet-to-Neumann map. Both the body and the inclusion are made
by homogeneous isotropic material, but with di erent Lamé moduli. Our main result
is a logarithmic stability estimate. Joint work with Giovanni Alessandrini (Universita
di Trieste, lItaly), Michele Di Cristo (Politecnico di Milano, ltaly), Antonino Morassi
(Universita di Udine, Italy).
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4. On uniqueness of an inverse problem for the time harmonic Maxwell
equations
Ting Zhou, Northeastern University, USA

Abstract. The inverse boundary value problem for the time-harmonic Maxwell equa-
tions is a nonlinear problem to determine electromagnetic parameters of the medium,
namely the magnetic permeability, the electric permittivity and the conductivity, on a
bounded domain using the measurements of the electromagnetic elds on the boundary
of the domain. | will present both the boundary uniqueness and interior uniqueness
of the parameters, where we assume that the unknown parameters are described by
continuously di erentiable functions. The key ingredient in proving the uniqueness is
the complex geometrical optics (CGO) solutions. This is joint work with Dr. Pedro Caro.

CANCELLED
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Parallel Session 9 Friday, May 29 13:30 15:30 in SALI 8
Laurent SeppecherMIT, USA

The aim of this group of talks is to propose a discussion around innovative imaging
methods for soft biological tissues. Recovering the optical or electromagnetic proper-
ties of a tissue with good resolution is still very challenging. We propose here diverse
approaches from experimental physics to mathematical modelling on di erent promis-
ing methods providing better speci city and/or resolution in soft tissues biomedical
imaging.

Hybrid soft tissues imaging by mechanical perturbations
Laurent SeppecherMIT, USA

Abstract. We see how an ill-posed inverse problem from biomedical imaging can by
accurately solve using additional mechanical perturbations. From the coupled physics
problem, we deduce an internal data from which it is possible to start a recovering proce-
dure for the physical parameter that we want to image. Finding this internal data is based
on Radon type geometric integral operator inversion. The reconstruction step involve a
non linear coupled system of elliptic PDEs. To deal with hybrid problems, we need a
smoothness a priori hypothesis of the unknown parameter. This hypothesis assures that
the collected measurements are meaningful. Here, we see that these methods still work if
the unknown parameter only belongs to a certain class of bounded variation functions.

Computational and quanti cation challenges in high performance op-
toacoustic imaging
Daniel Razansky, Technische Universitat Miinchen, Germany

Abstract. To be announced.

Photoacoustic imaging with speckle illumination
Thomas Chaigne,ESPCI ParisTech, France

Abstract. During the last decade, photoacoustic imaging emerged as a powerful tech-
nique able to image optical absorption contrast at typical depth of a few millimeters.
Nonetheless it often su ers from visibility issues for large or elongated structures due to
the inherent nite aperture and bandwidth of the acoustic detection. This can actually be
related to the homogeneous incoherent illumination commonly used. We recently demon-
strated that it is possible to overcome this limitation by using a pulsed laser with large
coherence length, generating a heterogeneous speckle illumination [Gateau et al. Optics
letters, 38(23), 5188-5191]. During this talk, we will investigate how this speckle illumina-
tion can also improve the imaging resolution, by deconvolving the photoacoustic images
thus obtained.
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4. Spectroscopic imaging of biological tissues
Laure Giovangigli, UC Irvine, USA

Abstract. The electric behavior of a biological tissue under the in uence of an electric
eld at angular frequency ! can be characterized by its e ective admittivity Ker :=  of
+ i" ¢ , where o and "¢ are respectively its e ective conductivity and permittivity
[2]. Electrical Impedance Spectroscopy measure the admittivity across a a range of
frequencies producing a spectrum showing the change of admittivity with frequency. The
aim of my talk is to prove that this spectrum carries information on the microscopic
structure of the medium. | rst study the case of a periodic repartition of cells in the
medium and then extend the approach to the random case by considering a randomly
deformed periodic medium.

The presented results have potential applicability in cancer imaging, food sciences
and biotechnology, and applied and environmental geophysics.

This work is a collaboration with H. Ammari, J. Garnier, W. Jing and J.-K. Seo [1].

References
[1] H. Ammari, J. Garnier, L. Giovangigli, W. Jing and J.-K. Seo, Spectroscopic imaging

of a dilute cell suspension, submitted to Archive on Rational Mechanics and Analysis,
September 2013, arXiv:1310.1292.

[2] O. G. Martinsen, S. Grimnes, and H. P. Schwan, Interface phenomena and dielectric
properties of biological tissue, In Encyclopedia of Surface and Colloid Science, 2643-
2652, Marcel Dekker Inc, 2002.
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Juan Carlos De Los ReyesEscuela Politecnica National de Quito, Ecuador
Eldad Haber, University of British Columbia, Canada
Carola Schonlieb,University of Cambridge, UK

Practical inverse problems typically su er from ill-posedness due to the properties of
the forward problem and contamination of measured data, e.g., by noise. Appropriate
inversion models are used to still be able to compute reliable solutions to such problems
which maximise the information gain from the data. The solution accuracy thereby
depends on our certainty in the model, the accuracy with which we can realise it and the
amount of sensible prior information we can integrate in the model. We will discuss
recent advances on analysing and optimising inversion models using data learning,
model design under uncertainties and parameter choice rules.

Optimal Inversion Matrices for Inverse Problems
Matthias Chung, Virginia Tech, USA

Abstract.  We present a new framework for solving ill-posed inverse problems by com-
pute an optimal regularized inverse matrix. An optimal regularized inverse matrix is
obtained by incorporating probabilistic information and solving a Bayes risk minimiza-
tion problem. We present theoretical results for the Bayes problem and discuss e cient
approaches for solving the empirical Bayes risk minimization problem. Our approach is
illustrated on examples from image processing. Once computed, the optimal regularized
inverse matrix can be used to solve inverse problems very e ciently. Joint work with
Julianne Chung and Dianne P. O'Leary.

Structural Model Re-Specication: Hybrid First-Principle and Data-
Driven Model Correction for Inversion
Lior Horesh, IBM Watson Research Center, USA

Abstract.  Hybrid First-Principle and Data-Driven Model Correction for Inversion Sub-
stantial e orts hitherto were directed towards sound incorporation of prior information
or, more recently, towards prescription of more informative experimental design. Yet, the
delity of the forward model in the context of large-scale inversion is often overlooked.
Complementary to experimental design, mis-speci cation of the forward model limits the
amount of admissible information one can utilize through measurement. Traditionally,
forward models are formulated based on rst principles, with limited regard to their af-
fect upon end-goal (e.g. inversion, design, decision) considerations. Instead, it is possible
to learn a correction measure to the forward operator from the data, while consistently
accounting to the end goal use of the model (e.g. inversion) and the respective target level
of model delity. Such an approach is particularly advantageous when the modeler is ag-
nostic to the principle sources of model-misspeci cation as well as when the development
e ort of revising the forward model explicitly is not cost-e ective.
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3. Optimal Experimental Design for Large-Scale Bayesian Nonlinear In-
verse Problems
Omar Ghattas, The University of Texas at Austin, USA

Abstract.  We address the problem of optimal experimental design (OED) for in nite-
dimensional nonlinear Bayesian inverse problems. We seek an A-optimal design, i.e., we
nd optimal sensor locations that minimize the average variance of a Gaussian approxima-
tion of the posterior at the MAP point. The OED problem is thus an in nite dimensional
optimization problem with the trace of the inverse Hessian operator at the MAP point
as is objective functional, and constraints composed of the necessary conditions de ning
the MAP point solution of the inverse problem as well as PDEs de ning the action of the
inverse Hessian. Numerical results are presented for the problem of determining optimal
sensor locations associated with inference of the permeability eld in a porous medium
ow problem. The results indicate that the cost of nding the optimal sensor locations,
measured by the number of forward PDE solves, scales independently of the state, pa-
rameter, and data/sensor dimensions.

This is joint work with Alen Alexanderian, Noemi Petra and Georg Stadler.

4. The parameterisation of higher-order regularisers
Tuomo Valkonen, DAMTP, University of Cambridge, UK

Abstract.  High computational costs and the di culty of parameter choice for Tikhonov
regularisation approaches is major obstacle to their user-friendly deployment in image pro-
cessing. As a further development of earlier work on learning mixture noise distributions
for total variation denoising, we look at parameter learning for higher-order regularisers,
themselves dependent on multiple parameters. We concentrate in particular on total gen-
eralised variation (TGV), and verify with our bilevel parameter learning approach earlier
observed rules of thumb on the ratio = of the parameters. The solvability of the pa-
rameter learning model depends on the optimal parameters satisfying; > 0. We
derive very natural conditions on the data guaranteeing this, both for total variation and
total generalised variation. In addition to the previously deployed L2 cost functional for
t to the ground truth, we introduce the Huberised total variation cost functional, o ering
improved performance. This is joint work with J. C. De Los Reyes and C.-B. Schonlieb
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Juan Carlos De Los ReyesEscuela Politecnica National de Quito, Ecuador
Eldad Haber, University of British Columbia, Canada
Carola Schonlieb,University of Cambridge, UK

Practical inverse problems typically su er from ill-posedness due to the properties of
the forward problem and contamination of measured data, e.g., by noise. Appropriate
inversion models are used to still be able to compute reliable solutions to such problems
which maximise the information gain from the data. The solution accuracy thereby
depends on our certainty in the model, the accuracy with which we can realise it and the
amount of sensible prior information we can integrate in the model. We will discuss
recent advances on analysing and optimising inversion models using data learning,
model design under uncertainties and parameter choice rules.

Optimization-based learning methods in imaging
Juan Carlos De Los ReyesEscuela Politecnica National de Quito, Ecuador

Abstract.  We propose a bilevel optimization approach in function space for the deter-
mination of the noise model and/or for the choice of spatially dependent regularization
parameters in TV restoration models. The problems are treated as mathematical pro-
grams with variational inequality constraints and tailored regularization schemes for the
approximation of the optimal parameters are proposed. The optimal parameter values are
numerically computed by using a dynamically sampled quasi-Newton method, together
with semismooth Newton algorithms for the solution of the TV-subproblems. In case of
spatially dependent parameters, a combined Schwarz domain decomposition-semismooth
Newton method is proposed for the solution of the optimality system. Exhaustive numer-
ical computations are carried out to show the suitability of the approach.

Learning optimal anisotropic reaction-di usion models for e cient im-
age restoration
Thomas Pock, Technical University Graz, Austria

Abstract. For several decades, image restoration remains an active research topic in
low-level computer vision and hence new approaches are constantly emerging. However,
many recently proposed algorithms achieve state-of-the-art performance only at the ex-
pense of very high computation time, which clearly limits their practical relevance. In this
work, we propose an e ective approach with both high computational e ciency and high
restoration quality. We extend conventional nonlinear reaction di usion models by several
parametrized linear Iters as well as several parametrized in uence functions. We pro-
pose to train the parameters of the lters and the in uence functions through a loss based
approach. Experiments show that our trained nonlinear reaction di usion models largely
bene t from the training of the parameters and nally lead to the best reported perfor-
mance on common test datasets for image restoration. Due to their structural simplicity,
our trained models are highly e cient and are also well-suited for parallel computation
on GPUs. This is joint work with Y.Chen, TU-Graz
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3. Design for dynamical systems with the applications to imaging of ow
in porous media
Eldad Haber, University of British Columbia, Canada

Abstract. The design of experiments for changing media requires the integration of
the dynamical system that describes the ow and the imaging technique. In this talk we
explore methods for such problems and demonstrate the applicability of the techniques
for the problem of imaging uid ow in porous media.

4. Seismic waveform inversion
Hansruedi Maurer, ETH Zurich, Switzerland

Abstract. During the past years, seismic waveform inversions experienced a real boom
in exploration geophysics. These techniques have the capability to provide subsurface
images of the elastic properties with an unprecedented spatial resolution. However, they
are not only computationally very challenging, but their strong non-linearity and the spe-

ci ¢ nature of surface-based data acquisition imposes serious problems. The most severe
consequence of non-linearity is the occurrence of local minima in the objective function
of the waveform inversion problem. We address this problem with a joint inversion ap-
proach, where travel time data are employed to better constrain the waveform inversions.
Surface seismic data are often dominated by high-amplitude surface waves. For better ex-
ploiting the information content of small-scale re ection amplitudes from deeper targets,
we propose a matrix scaling approach that is applied to the Hessian matrix. Finally, we
introduce a procedure that allows varying source and receiver coupling to be considered.
This is joint work with E. Manukyan, A. Nuber, ETH Zurich.
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Juan Carlos De Los ReyesEscuela Politecnica National de Quito, Ecuador
Eldad Haber, University of British Columbia, Canada
Carola Schonlieb,University of Cambridge, UK

Practical inverse problems typically su er from ill-posedness due to the properties of
the forward problem and contamination of measured data, e.g., by noise. Appropriate
inversion models are used to still be able to compute reliable solutions to such problems
which maximise the information gain from the data. The solution accuracy thereby
depends on our certainty in the model, the accuracy with which we can realise it and the
amount of sensible prior information we can integrate in the model. We will discuss
recent advances on analysing and optimising inversion models using data learning,
model design under uncertainties and parameter choice rules.

Pitfalls in Bayesian inversion
Martin Burger, University of Miinster, Germany

Abstract. Bayesian Inversion with Non-Gaussian Priors, e.g. for incorporating prior
information on sparsity, is a topic catching increasing attention in practical inversion
tasks. However, the theoretical understanding is quite limited, in particular for high-
dimensional problems in imaging. Several potential pitfalls arise in this case, either from
the way the prior distribution is constructed or due to counterintuitive behaviour of high-
dimensional probability measures. In this talk we will discuss some major issues in the
current approaches and highlight the need for improved ways to learn prior distributions
from given images. This talk is based on joint work with Felix Lucka and Tapio Helin.

Approximate marginalization of absorption and scattering in uores-
cence di use optical tomography
Ville Kolehmainen, University of Eastern Finland

Abstract.  In uorescence di use optical tomography (fDOT), the reconstruction of the
uorophore concentration inside the target body is usually carried out using a normal-
ized Born approximation model where the measured uorescent emission data is scaled
by measured excitation data. One of the bene ts of the model is that it can tolerate
inaccuracy in the absorption and scattering distributions that are used in the construc-
tion of the forward model to some extent. In this paper, we employ the recently proposed
Bayesian approximation error approach to fDOT for compensating for the modeling errors
caused by the inaccurately known optical properties of the target in combination with the
normalized Born approximation model. The approach is evaluated using a simulated test
case with di erent amount of error in the optical properties. The results show that the
Bayesian approximation error approach improves the tolerance of fDOT imaging against
modeling errors caused by inaccurately known absorption and scattering of the target.
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3. Large-scale Bayesian inference for nonlinear inverse problems
Noemi Petra, The University of Texas at Austin, USA

Abstract. We present e cient and scalable algorithms for an end-to-end data-to-
prediction process under the Gaussian approximation and in the context of modeling
the ow of the Antarctic ice sheet and its e ect on sea level. The ice is modeled as a
viscous, incompressible, creeping, shear-thinning uid. The observational data come from
INSAR satellite measurements of surface ice ow velocity, and the uncertain parameter
eld to be inferred is the basal sliding parameter, which is represented by a heterogeneous
coe cient in the Robin boundary condition at the base of the ice sheet. For illustration we
consider a simpli ed prediction, namely we take the quantity of interest as the present-
day ice mass ux from the Antarctic continent to the ocean. We show that the work
required for executing this data-to-prediction process - measured in number of forward
(and adjoint) ice sheet model solves - is independent of the state dimension, parameter
dimension, data dimension, and number of processor cores. The key to achieving this
dimension independence is to exploit the fact that, despite their large size, the observa-
tional data typically provide only sparse information on model parameters. This property
can be exploited to construct a low rank approximation of the linearized parameter-to-
observable map via randomized SVD methods and adjoint-based actions of Hessians of
the data mis t functional.

4. Wave eld-reconstruction inversion
Bas Peters,University of British Columbia, Canada

Abstract. Wave eld Reconstruction Inversion is a method for PDE-constrained opti-
mization, which revolves around the estimation of elds using the PDE as well as the
observed data in a least-squares sense. The method is quadratic penalty based, which
0 ers some interesting possibilities for the construction of algorithms, compared to the
Lagrangian form. One of the main bene ts of the method is when the initial guess is
far from the global minimizer. Reduced-space and full-space algorithms are discussed,
including illustrative examples. The method was developed with seismic applications in
mind, but applies to other PDE-constrained optimization problems as well.
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Sarah Hamilton, Marquette University, USA

In Electrical Impedance Tomography (EIT), the internal conductivity and/or permit-
tivity of a body is recovered via harmless current and voltage measurements taken at
its surface. Images are then formed that can be used for evaluative purposes in appli-
cations including monitoring heart and lung function of hospitalized patients, to breast
cancer detection, stroke classi cation, and nondestructive evaluation of concrete. The
reconstruction task is a severely ill-posed nonlinear inverse problem which is highly
sensitive to noise requiring stable, accurate yet time-e cient numerical algorithms, a
challenging balancing act. In this mini-symposium, recent advances in EIT algorithms
will be discussed and experimental results presented.

Multispectral imaging methods for EIT
Emma Malone, University College London, UK

Abstract. Multifrequency Electrical Impedance Tomography (MFEIT) is an emerging
imaging modality which exploits the dependence of tissue impedance on frequency to re-
cover images of conductivity. MFEIT could provide emergency diagnosis of pathologies
such as acute stroke, brain injury and breast cancer. Whereas time-di erence, or dynamic,
EIT is an established technique, MFEIT has received less attention in the literature and
the imaging methodology is at an early stage of development. MFEIT holds the unique
potential to form images from static data, but high sensitivity to noise and modelling
errors must be overcome.

The subject of this talk is the investigation of novel techniques for including spectral
information in the image reconstruction process. The aim is to improve the ill-posedness
of the inverse problem and deliver the rst imaging methodology with su cient robust-
ness for clinical application. First, we de ne a simple linear model for the conductiv-
ity and discuss a simultaneous multifrequency method. Second, we present a combined
reconstruction-classi cation method for estimating the spectra of individual tissues, whilst
simultaneously reconstructing an image of conductivity. This work identi es spectral in-
formation as a key resource for producing MFEIT images and points to a new direction
for the development of MFEIT algorithms. This is a joint work with Simon Arridge.

Utilizing depth dependency in iterative EIT reconstruction
Henrik Garde, Technical University of Denmark

Abstract. Electrical impedance tomography (EIT) is an imaging technique for which
the electrical conductivity is reconstructed from electrical measurements at the surface of
the body.

The ill-posedness and non-linearity of the inverse problem implies that it is immensely
di cult to make good reconstructions with sharp edges, and often prior in- formation is
necessary to improve the numerical reconstruction. The prior information typically does
not take the inherent depth dependency of the problem into account, and can lead to
position and shape errors in the reconstruction.

We consider a Tikhonov formulation with a sparsity assumption to reconstruct small
perturbations, and an approach to incorporate the depth dependency in the penalty term
using conformal maps. Experimental data will be used to demonstrate its e ect on position
and shape errors.
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3. A D-bar algorithm with a priori information for 2-D electrical
impedance imaging
Melody Dodd, Colorado State University, USA
Abstract. A signi cant challenge in Electrical Impedance Imaging is the computation of
static images with high-quality spatial resolution. Due to the ill-posedness of the inverse
problem, ner details in the image are often lost in the presence of noisy measurements.
Including prior information in the reconstruction algorithm has been shown to be one
way to improve spatial resolution. In this work, a D-bar reconstruction method in 2-D
that incorporates a priori information in the equations is presented. Reconstructions are
shown, illustrating the potential of the technique for clinical use.

4. 3-D Electrical Impedance Imaging
Peter Muller, Colorado State University, USA

Abstract. A direct 3-D D-bar reconstruction method is developed using the low fre-

quency limit of complex geometrical optics solutions as proposed by Cornean et al (J
Inverse and lll-posed Problems 2006). The algorithm was implemented for use in a rect-
angular prism geometry and experimental data was collected using a saline- lled phantom
tank. Here we present the numerical algorithm and results of the reconstructions.
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Sarah Hamilton, Marquette University, USA

In Electrical Impedance Tomography (EIT), the internal conductivity and/or permit-
tivity of a body is recovered via harmless current and voltage measurements taken at
its surface. Images are then formed that can be used for evaluative purposes in appli-
cations including monitoring heart and lung function of hospitalized patients, to breast
cancer detection, stroke classi cation, and nondestructive evaluation of concrete. The
reconstruction task is a severely ill-posed nonlinear inverse problem which is highly
sensitive to noise requiring stable, accurate yet time-e cient numerical algorithms, a
challenging balancing act. In this mini-symposium, recent advances in EIT algorithms
will be discussed and experimental results presented.

Priorconditioned Krylov subspace solvers for EIT
Erkki Somersalo,Case Western Reserve University, USA

Abstract. In this talk, we address the electrical impedance tomography problem in
the framework of Bayesian statistics. in which the solution of the inverse problem is the
a posteriori density of the conductivity distribution. From the computational point of
view, the problem is to explore, characterize, and visualize the high dimensional density,
which may be a time consuming task, e.g., by using Markov Chain Monte Carlo methods.
We present a new e cient method for exploring the posterior density by using Krylov
subspace methods that are conditioned to include prior information about the unknown.
This work is done in collaboration with Daniela Calvetti.

Direct D-bar Reconstructions for Experimental EIT Data with Bound-
ary Shape Determination
Sarah Hamilton, Marquette University, USA

Abstract. Electrical Impedance Tomography (EIT) is a non-invasive imaging modal-
ity that uses harmless current and voltage measurements obtained via electrodes on the
surface of a body. From these surface electrical measurements, one recovers the internal
conductivity and permittivity (admittivity) of the body and forms images that a doctor

can use for diagnostic/evaluative purposes. The reconstruction task is a severely ill-posed
nonlinear inverse problem, which is highly sensitive to noise, and requires the use of reg-
ularized solution methods such as the D-bar method. The D-bar method is based on a
tailor-made scattering transform, a nonlinear Fourier transform, which solves the inverse
problem uniquely.

Improper modeling of the boundary shape can lead to distortions in EIT reconstruc-
tions. The work of Kolehmainen et al. (IPl 2013) presents a novel way to recover the
approximate boundary shape from EIT measurement data alone. This talk focuses com-
bining boundary shape recovery with stable D-bar reconstructions to remove the need
for extra chest measurement data such as CT or MRI. The new approach is tested on
experimental EIT data, and conductivity and permittivity reconstructions are presented.
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3. Shape identi cation for Complex Electrical Impedance Tomography
Cristiana Sebu, Oxford Brookes University, UK

Abstract.  We present an iterative algorithm based on a meshless method, namely the
method of fundamental solutions (MFS), which can be used for shape identi cation of
inclusions in complex electrical impedance tomography (EIT). The MFS for this inverse
problems in complex EIT is numerically implemented, and its e ciency is analysed when
assuming the presence in the medium (i.e. background) of one or two inclusions with
the physical properties di erent from those corresponding to the background. Numerical
examples with inclusion(s) of various convex and non-convex smooth shapes (e.g. cir-
cular, elliptic, peanut-shaped and acorn-shaped) and sizes are presented and thoroughly
investigated.
This is a joint work with Marjan Asadzadeh Heravi and Liviu Marin.

4. Lessons learned about EIT
David Isaacson,Rensselaer Polytechnic Institute, USA

Abstract.  The group at RPI has built and tested EIT systems for looking at phantoms,
monitoring heart and lung function, and diagnosing breast cancer. We have experimen-
tally as well as theoretically studied problems arising in underground imaging, non de-
structive evaluation of metals, and treatment monitoring for prostate and other diseases.
We have even looked at radishes as part of an industrial consulting project.

A summary of the some of the work on EIT that has been done over almost 30 years
will be presented. An e ort will be made to point out some of the lessons that have been
learned and problems that remain to be solved.
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Erkki Somersalo,Case Western Reserve University, USA

Inverse problems have been traditionally applied in the elds of physical sciences and
engineering, including medical imaging, where there is a long tradition of modeling
the forward problem, e.qg., in terms of partial di erential equations. Modeling of living
organisms poses a di erent challenge: Be- ing emergent phenomena, life, and living
systems in general, are hard to capture by a deterministic or non-distributed models,
and new ideas are required to nd ways for building useful predictive models. This
situation poses a new challenge for inverse problems that need to be adapted to the
complexity of the underlying models. This session brings together researchers working
in the area of biomathematics broadly construed, thus giving a glimpse of the com-
plexity of the models and shedding some light on the challenges that the research in
inverse problems is facing when moving into the fascinating world of life sciences.

On reconstruction of the dynamic tortuosity functions of poroelastic
materials
Miao-Jung Yvonne Ou, University of Delaware, USA

Abstract. Poroelastic materials are composites of elastic frame with pore space lled
with uid, eg. rock, sea ice and cancellous bone. The dynamic tortuosity is an e ective
property which quanti es the e ective friction arising from the interaction between the
solid frame and the viscous uid in the tortuous pore space; it plays an important role in
the energy dissipation of the poroelastic wave equations, which have been used to model
ultrasound propagation in cancellous bones. However, dynamic tortuosity is di cult to
measure despite the important role it plays in determining the e ective drag force, which
is known to be one of the singling mechanisms for osteoblast/osteoclast regulation. In
this talk, | will present the recent results on using the dynamic permeability, which is
easier to measure, at di erent frequencies to reconstruct the dynamic tortuosity function
for poroelastic materials with any pore space geometry. The key ingredient in the re-
construction is the integral representation formula (IRF) of tortuosity and its analytical
structure. The mathematical structure of the reconstructed tortuosity leads to an e ec-
tive numerical treatment of the memory term appearing in the high-frequency poroelastic
wave equations.The IRF, the reconstruction scheme with numerical results, together with
the relations between pore space geometry and moments of the measure in the IRF will
be presented. This research is partially sponsored by NSF-DMS.

Optimal Design of Non-equilibrium Experiments for Inverse Problems:
Genetic Network Interrogation
H. Thomas Banks, North Carolina State University, USA

Abstract. Many experimental systems in biology, especially synthetic gene networks,
are amenable to perturbations that are controlled by the experimenter. We have devel-
oped an optimal design algorithm that calculates optimal observation times and states to
observe in conjunction with optimal experimental perturbations in order to maximize the
amount of information gained from longitudinal data derived from such experiments. We
applied the algorithm to a validated model of a synthetic Brome Mosaic Virus (BMV)
gene network and found that optimizing experimental perturbations may substantially
decrease uncertainty in estimating BMV model parameters.

148



Minisymposia and contributed talks

3. Stochastic Reaction-Di usion Modeling of Cellular Processes
Samuel IsaacsonBoston University, USA

Abstract.  Particle-based stochastic reaction di usion methods have become a popular
approach for studying the behavior of cellular processes in which both spatial transport
and noise in the chemical reaction process can be important. In this talk | will introduce
our work developing accurate and e cient numerical methods for approximating such
processes. | will then discuss some application areas to which we are applying these
methods, focusing on how the complicated substructure within cells, as reconstructed
from soft X-ray tomography images, might in uence the dynamics of cellular processes.

4. A Bayesian method for identifying periods of latency in the phylogenetic
history of HIV-1 within a host
Taina Immonen, Los Alamos National Laboratory, USA

Abstract.  Patients infected with HIV-1 require lifelong highly active antiretroviral ther-

apy (HAART) to prevent virus released from long-lived latent reservoirs from establishing
new rounds of infection. While HIV-1 latency research has primarily focused on the erad-
ication e ort, there is increasing evidence that latency may also play an important role

in the evolution and transmission of the virus. We recently developed a phylogenetic
method to identify HIV-1 lineages that have experienced latency at some time in their
past. Here we expand on our work by investigating how latency periods are distributed
across the branches of a phylogenetic tree inferred from HIV-1 sequences. Because HIV-1
only evolves when replicating, the longer a lineage spends in the latent state, the less
mutations it accumulates. We take a Bayesian approach to estimating the evolutionary
rate under replication and the duration each branch has been latent, given the phylogeny
and sampling times of patient HIV-1 sequences. We test the ability of our method to re-
cover the historical distribution of latency on data generated by our agent-based model of
within-host HIV-1 evolution. The model simulates sequence evolution under host immune
pressure and the cycling of lineages in and out of latency, and incorporates a detailed mu-
tation process, including recombination. The exchange of genetic material between two
HIV-1 sequences through recombination can a ect the evolutionary rates and placement
of sequences in the phylogeny, and selection pressure can cause some lineages to evolve
faster or slower than others. We use our agent-based model to simulate data under a
neutral model without recombination to investigate the robustness of our method to re-
combination and selection. Finally, we apply our method to real HIV-1 sequence data
from patients. Joint work with Ethan Romero-Severson and Thomas Leitner.
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M42-11: Inverse Problems in Life Sciences (Part 2)
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Daniela Calvetti, Case Western Reserve University, USA
Erkki Somersalo,Case Western Reserve University, USA

Inverse problems have been traditionally applied in the elds of physical sciences and
engineering, including medical imaging, where there is a long tradition of modeling
the forward problem, e.qg., in terms of partial di erential equations. Modeling of living
organisms poses a di erent challenge: Be- ing emergent phenomena, life, and living
systems in general, are hard to capture by a deterministic or non-distributed models,
and new ideas are required to nd ways for building useful predictive models. This
situation poses a new challenge for inverse problems that need to be adapted to the
complexity of the underlying models. This session brings together researchers working
in the area of biomathematics broadly construed, thus giving a glimpse of the com-
plexity of the models and shedding some light on the challenges that the research in
inverse problems is facing when moving into the fascinating world of life sciences.

Parameter Estimation in Cardiovascular Modeling
Mette Olufsen, North Carolina State University, USA

Abstract. Cardiovascular dynamics have been modeled using a wide array of models
ranging from simple lumped parameter models over advanced 3D uid dynamics models.
Common for all models are that they make a number of assumptions regarding the speci ¢
system they model. In the Engineering and Mathematical communities the development
of models have reached a fairly complex level, yet these models have not been used widely
within the medical community. One of the major obstacles is the lack of methodologies for
rendering models patient speci c. To do so it is necessary to adapt models to the specic
system studied. This is a complex task given the large inter-individual variation observed
within patients. Moreover, for most studies only a few quantities can be measured. This
lecture will address practical methods for predicting identi able parameters and show
how these can be estimated given a model and available data. Particular focus will be
on using sensitivity analysis in combination with correlation analysis to predict a set of
identi able parameters that can be estimated given a model and available data. We show
how to estimate both traditional and 'time-varying' parameters. These techniques will be
illustrated using models predicting barore ex regulation during head-up tilt. The models
analyzed here can be described by systems of nonlinear di erential equations, with model
parameters representing physiological quantities (biomarkers). For each model nominal
parameter values are predicted using available physiological knowledge for the subject
studied, and the subset identi able parameters are estimated allowing the model to predict
measured output. Moreover, emphasis is placed on ensuring that states for which data is
not available are within physiological bounds.
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2. Inverse Problems for Structured Population Models
Jorge Zubelli, Institute for Pure and Applied Mathematics, Brazil

Abstract.  Structured population models in biology lead to integro-di erential equations
that describe the evolution in time of the population density taking into account a given
feature such as the age, the size, or the volume. These models possess interesting analytic
properties and have been used extensively in a number of areas.

After giving a short introduction to this subject, we will discuss the inverse problem.
In this part, we consider a size-structured model for cell division and address the question
of determining the division (birth) rate from the measured stable size distribution of the
population. We formulate such question as an inverse problem for an integro-di erential
equation posed on the half line. We develop rstly a regular dependency theory for the
solution in terms of the coe cients and, secondly, a regularization technique for tackling
this inverse problem which takes into account the speci c nature of the equation. Finally,
we will discuss real data reconstructions with E. Coli data. This is joint work with Marie
Doumic (INRIA, Paris), Pedro Maia (UW, USA) and Benoit Perthame (UPMC, Paris).

3. Hierarchical methods for parameter estimation in SPDE dynamics with
application to disease Ecology
Luca Gerardo-Giorda, Basque Center for Applied Mathematics, Spain

Abstract. We propose a mixed approach to model the spread of a disease in wildlife:
in a hierarchical structure we combine modeling ideas from the epidemiological literature
(SEIR) with a data-driven spatio temporal speci cation that is governed by a latent
SPDE. The estimation is carried out using MCMC algorithms. An application to raccoon
rabies spread in the state of NY is provided to illustrate the method. Joint work with G.
Puggioni (U. Rhode Island), L. Waller (Emory), L. Real (Emory).

151



Minisymposia and contributed talks

4. Model and solution reduction techniques for patient-speci ¢ parameter
estimation in cardiovascular mathematics: failure and success
Huanhuan Yang, Emory University, USA

Abstract. A fundamental step of bringing cardiovascular mathematics from the proof-
of-concept stage to clinical practice is the precise patient-speci c estimate of parameters
relevant for the physiopathology but not convenient or not possible to measure. As exam-
ples we mention the cardiac conductivity and the arterial compliance. These parameters
are fundamental for their intrinsic signi cance (for instance an anomalous value of the
conductivity may indicate the presence of damaged cardiac tissue) and also for their im-
portance in numerical simulations. Variational parameter estimation is a mathematical
approach for estimating individually those parameters of interest. It consists of solving an
inverse problem by minimizing the mismatch between measures and numerical predictions,
the underlying forward problem being the constraint of the minimization procedure.For
the complexity of the dynamics of interest, this approach is generally fairly expensive from
the computational viewpoint. A possible way for reducing computational costs is to resort
to model reduction. The forward problem is replaced by surrogates that are expected to re-
tain all the features relevant for the inverse problem and however are not computationally
demanding. Among the others, we mention the classical Proper Orthogonal Decomposi-
tion approach (POD). We illustrate some successful applications of POD for estimating
arterial compliance and other cases when POD surrogate is not reliable/e ective enough.
We will also present a combination of di erent surrogate techniques for problems in net-
work of pipes called HiPOD. Here, model and solution reduction techniques are coupled
by using POD at the top of a Hierarchical Model (HiMod) reduction approach obtained by
a mixed nite element/spectral discretization for problems featuring a mainstream (like
blood ow in arteries). Preliminary results of HIPOD when solving parameter estimation
problems will be presented.

Joint work with: F. Fenton (GA Tech), S. Perotto (Politecnico Milano), L. Bertagna,
S. Guzzetti, M. Lupo Pasini, H. Yang (Emory)
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Remote sensing, either from satellites or ground-based, plays a crucial role in studying
the temporal and spatial composition of the atmosphere. The application areas include,
in par- ticular, climate change, air quality and atmospheric chemistry. A common
feature in the observations is that strong prior knowledge or regularization is needed
to compensate for the lack of full information in the vertical direction. Depending
on the observation principles (e.g. active or passive) and selected wavelengths and
geometries used, each of the instru- ments have their own characteristics requiring
tailored algorithms to overcome the ill-posed nature of the inverse problem. Improved
understanding is expected from combining data from several instruments. However,
merging the observations also emphasizes the need for proper quanti cation of all
sources of uncertainties. In this mini-symposium we, in partic- ular, focus on recent
advances in inverse problems and uncertainty quanti cation related to state-of-the art
observations of carbon dioxide, nitrogen dioxide, clouds and stratospheric composition
as well as methodologies to overcome atmospheric distortions due to turbulence in
measurements through the atmosphere.

Observational Requirements for Next-Generation Cloud Remote Sens-
ing Systems: A Bayesian Persective
Derek Posselt,University of Michigan, USA

Abstract. Detailed knowledge of cloud liquid and ice particle size distributions (PSD)
is key to understanding most cloud processes, yet it is widely acknowledged that remote
sensing retrieval of cloud PSD properties is a tremendously underconstrained problem.
Retrievals that combine information from active and passive remote sensors have promise
for improving cloud PSD estimates, but it is unclear whether current or future measure-
ments are capable of producing a unique solution. Especially di cult is the case of mixed
phase clouds, in which ice particle shape and density is typically either unknown or poorly
constrained. Knowledge of the retrieval solution characteristics is critically important for
assessing the robustness of current cloud retrievals, and the potential information pro-
vided by future passive and active sensors.

In this presentation, results are shown for combined active and passive sensor retrievals
of cloud properties for cases of (1) shallow liquid-only clouds and (2) mixed phase snowfall.
A Markov chain Monte Carlo (MCMC) algorithm is used to conduct a thorough solution
space analysis and to quantify the information gain associated with use of radar, passive
microwave, infrared and visible measurements at various wavelengths. MCMC algorithms
produce a robust estimate of the probability distribution of a retrieved quantity free of
the assumptions of linearity or Gaussian statistics. Analysis of the solution obtained
from MCMC yields information on whether it is possible to uniquely constrain cloud PSD
properties using a combination of active and passive measurements. The results have
implications for both the robustness of current retrieval products and the design of future
cloud sensing missions.
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2. CO2 Retrievals for the OCO-2 Instrument: Full MCMC Exploration
Using a Surrogate Forward-Model
Jenny Brynjarsdottir, Case Western Reserve University, USA

Abstract. After a successful satellite launch in July 2014, NASA's Orbiting Carbon
Observatory-2 (OCO-2) mission is in the process of collecting space-based measurements
to quantify variations in atmospheric carbon dioxide (CO;). Atmospheric CO2 columns
are inverted from re ected sunlight in three spectral regions that make a single "sounding?.
For each sounding the inversion is performed with remote sensing retrieval algorithms,
based on the optimal estimation method of Rodgers (2000), that give an estimate of the
posterior mode and posterior covariance matrix of the CQ column. Even thought the
forward model is not linear, the posterior distribution is usually treated as being Gaussian
with these estimated moments. In an e ort to obtain the full posterior distribution we
perform the inversion with an adaptive MCMC algorithm. Since the forward model used
in the remote sensing retrieval algorithms is too computationally expensive for MCMC
iterations, we instead use a fast but physically realistic surrogate model.

This is joint work with Amy Braverman and Jonathan Hobbs.

3. Dimension Reduction in Bayesian Inverse Problems Applied to Atmo-
spheric Remote Sensing
Antti Solonen, Lappeenranta University of Technology, Finland

Abstract. In this talk, we briey present a recently introduced dimension reduction
technique for Bayesian inverse problems. The dimension reduction idea is based on the
fact that in ill-posed problems, changes from the prior to the posterior can often be
con ned to a low-dimensional subspace. In the developed method, such a subspace, called
the likelihood-informed subspace (LIS), is de ned and identi ed. Posterior exploration
can then proceed in lower dimensions, with signi cant gains in computational e ciency.
We demonstrate the technique with an atmospheric remote sensing problem based on the
Global Ozone Monitoring System (GOMOS) observations.

4. Data Fusion for Massive, Remote Sensing Data Sets
Amy Braverman, Jet Propulsion Laboratory, NASA, USA

Abstract. The inverse problem with which we are concerned is that of inferring a
temporally-evolving geophysical eld from noisy, incomplete, and heterogeneous remote
sensing data sets. For example, there are presently a number of instruments collect-
ing global measurements of CQ concentration, including NASA's OCO-2 and JAXA's
GOSAT. These data have di erent footprints, orbits, accuracies, and sampling patterns.
They can complement each other if their data can be combined though a rigorous inference
procedure aimed at estimating the true but not directly observed CO, concentration eld.
We build a statistical model that relates the geophysical eld to the observations, and use
it to estimate the true eld given the observed data in a way that exploits both spatial and
temporal covariance to minimize inferential uncertainty. Since the input data are massive,
we use a reduced-rank representation of the spatial covariance structure of the true eld
at each point in time. Then, to exploit temporal covariance, we allow a key parameter
in this representation to evolve in an auto-regressive manner via a Kalman smoother. No
assumptions of stationarity or isotropy are required. In this talk, we present an outline
of the methodology, the results of a simulation study to quantify the performance of the
method, and some preliminary results from the fusion of OCO-2 and GOSAT to estimate
CO, concentration globally.

This is joint work with Hai Nguyen, Noel Cressie, Emily Kang, Vineet Yadav, Tim
Stough, and Anna Michalak.
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Remote sensing, either from satellites or ground-based, plays a crucial role in studying
the temporal and spatial composition of the atmosphere. The application areas include,
in par- ticular, climate change, air quality and atmospheric chemistry. A common
feature in the observations is that strong prior knowledge or regularization is needed
to compensate for the lack of full information in the vertical direction. Depending
on the observation principles (e.g. active or passive) and selected wavelengths and
geometries used, each of the instru- ments have their own characteristics requiring
tailored algorithms to overcome the ill-posed nature of the inverse problem. Improved
understanding is expected from combining data from several instruments. However,
merging the observations also emphasizes the need for proper quanti cation of all
sources of uncertainties. In this mini-symposium we, in partic- ular, focus on recent
advances in inverse problems and uncertainty quanti cation related to state-of-the art
observations of carbon dioxide, nitrogen dioxide, clouds and stratospheric composition
as well as methodologies to overcome atmospheric distortions due to turbulence in
measurements through the atmosphere.

Markov Chain Monte Carlo Methods for Greenhouse Gas
Measurements
Marko Laine, Finnish Meteorological Institute, Finland

Abstract.  We use ground based Fourier transform infrared spectrometer (FTIR) solar
absorption measurements from Sodankyla station, located at northern Finland, to invert
methane (CH,;) and carbon dioxide (CO,) pro les ranging 0 40 km. These measurements
are important for satellite measurement validation purposes and laboratory experiments
for the determination of reference spectroscopic data. The degrees of freedom of the signal
in FTIR measurements is low and prior information has signi cant role in the inversion.
The e ect of the prior in the total uncertainty budget has to be carefully investigated.
Co-located AirCore Atmospheric Sampling System balloon experiments can be used to
construct realistic prior information and to validate the FTIR inversion.

In out work, dimension reduction techniques are used to nd the parameter subspaces
where the data has information. These subspaces are sampled with Markov chain Monte
Carlo (MCMC) methods for full Bayesian uncertainty quanti cation of the retrieval. We
will provide details on the retrieval method, for dimension reduction techniques used, and
on the future satellite instrument validation tasks.

This is joint work with Simo Tukiainen and Johanna Tamminen.
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REPLACED

2. GOMOS satellite instrument: inverse problems and measurement high-
lights
Viktoria So eva, Finnish Meteorological institute, Finland

3. A Gradient-Based Reconstruction Method for Complex AO Systems
Daniela SaxenhuberJohannes Kepler University Linz, Austria

Abstract.  The performance of large ground-based telescopes su ers from atmospheric
distortions. Adaptive Optics (AO) is a technology that physically corrects these turbu-
lences via deformable mirrors in real-time, i.e., at around 500 Hertz. The optimal shape of
the deformable mirror(s) is calculated from wavefront sensor measurements. In complex
AO systems, a combination of laser guide stars (LGS) and natural guide stars (NGS)
is used to collect incoming wavefronts. The problem of determining the optimal mirror
deformations involves the solution of an ill-posed inverse problem, i.e., the reconstruction
of a discretized atmosphere. In the upcoming generation of Extremely Large Telescopes
(ELT), the computational load for atmospheric tomography within the required time
frame is demanding. Thus, iterative solvers that are numerically cheap and at the same
time yield a superior reconstruction quality are needed. In this talk, we propose to use a
Gradient-based method for the atmospheric tomography problem, instead of conventional
methods such as the MVM. Models for LGS de ciencies, such as tip/tilt indetermination,
and statistics of the atmosphere will be included. We will present numerical results of
our algorithm in the context of the European Extremely Large Telescope (E-ELT) that
is currently under construction.

This is joint work with Ronny Ramlau.
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4. Enhancement of Atmospheric Remote Sensing Retrievals by Applying
Multiple A Priori Constraints Using Multi-Term LSM Concept
Oleg Dubovik, University Lille-1, France

Abstract.  This presentation describes a concept developed in attempt to unify the prin-
ciples addressing such important aspects of inversion optimization as accounting for errors
in the data used, inverting multi-source data with di erent levels of accuracy, accounting
for a priori and ancillary information, estimating retrieval errors, clarifying potential of
employing di erent mathematical inverse operations (e.g. comparing iterative versus ma-
trix inversion), accelerating iterative convergence, etc. The concept uses the principles of
statistical estimation and suggests a generalized multi-term Least Square type formula-
tion that complementarily unites advantages of a variety of practical inversion approaches,
such as Phillips-Tikhonov-Twomey constrained inversion, Kalman lters, Newton-Gauss
and Levenberg-Marquardt iterations, etc. In addition the concept allowed the develop-
ment of rather innovative and practically e cient retrieval procedures that apply multiple

a priori constraints at the same time. The most recent example is the multi-pixel retrieval
approach a simultaneous optimized tting of a large group of image pixels with addi-
tional constraints limiting the time variability of surface properties and spatial variability

of aerosol properties. This principle provides a possibility to improve retrieval for multi-
ple observations even if the observations are not exactly co-incident or co-located. The
proposed methodology has resulted from the multi-year e orts of developing inversion
algorithms for retrieving comprehensive aerosol properties from both ground-based and
satellite remote sensing observations (Dubovik and King, 2000; Dubovik 2004, Dubovik et
al. 2008, 2011). In recent e orts the concept was used for creation GRASP (Generalized
Retrieval of Aerosol Surface Properties) the versatile algorithm applicable for inverting
diverse remote sensing observations of the atmosphere (Dubovik et al. 2014). The illus-
trations of methodology are provided using the results from inversions of ground-based
AERONET radiometer and POLDER/PARASOL satellite polarimeter observations.
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M44: Qualitative Methods for Solving Inverse Problems
Scheduled: Parallel Session 2 Monday, May 25 16:00 18:00 in AUD XIlI

Organizers: Faouzi Triki, Université Joseph Fourier, Laboratoire Jean Kuntzmann, France

Eric Bonnetier, Université Joseph Fourier, Laboratoire Jean Kuntzmann, France

Description:  The minisymposium aims to recent mathematical studies of inverse problems in various
wave propagation models, including acoustic, optics and elasticity. It seeks to bring
together lead- ing researchers in these elds to present recent developments and discuss
new directions including treatment of multi-frequency and near- eld data, and multi-
wave imaging. More attention will be paid on qualitative methods for solving inverse
problems. The talks will cover all the aspects of inverse problems like asymptotic
techniques, sensitivity analysis, nu- merical computation, and wave propagation in
complex media.

Talks
details:

CANCELLED
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2. An Inverse Problem for the Helmhotz Equation in a Layered Media
Matias Courdurier, Ponti cia Universidad Catolica de Chile

Abstract. An important element in the propagation of waves on a strati ed media
is the propagation of the wave along waveguides. For acoustic waves in 2D, in a time
harmonic regime, on an in nite medium with a single layer of width 2h, the propagation
of the wave is described by the solution of the Helmholtz equation

u+ k?n?(x;z)u = f(x;z) 2 R?;
with a picewise constant index of refraction

n(x;z) = Mo Ixj<h
’ Ngl JXJ > h;

and where the right radiation conditions are described in [1]. In this talk we will propose
an inverse problem in this setting and we will present the progress made in the study of
such inverse problem using the Green's function provided in [2].

References

[1] Ciraolo G., Magnanini R., A radiation condition for uniqueness in a wave propaga-
tion problem for 2-D open waveguidesMath. Methods in the Applied Sciences 32
(10) (2009), 1183-1206

[2] Magnanini R., Santosa F. ,Wave propagation in a 2-D optical waveguideSIAM J.
Appl. Math., 61 (2001) 1237-1252.

[3] Wilcox, C. H. Sound Propagation in Strati ed Fluids. Applied Mathematical Sci-
ences. Vol. 50. New York: Springer-Verlag. (1984).

3. Well-posedness and limiting absorption principle for the Helmholtz
equation with sign changing coe cients
Hoai-Minh Nguyen, Ecole polytechnique de Lausanne, Switzerland

Abstract. The Helmholtz equation with sign changing coe cients appears naturally
when one wants to model negative index materials. The study of this equation is di cult
due to two facts: 1) The ellipticity is lost; 2) The localized resonance, the elds blow up

in some regions and remain bounded in some others as the loss goes to 0. In this talk, we
present various conditions for which the equation is well-posed. The optimality of these
conditions are also discussed.

4. New numerical results for the Gel'fand-Calder6n problem
Matteo Santacesaria,University of Helsinki, Finland

Abstract.  In this talk we present new numerical reconstruction results for the Gel'fand-
Calderon inverse problem in two dimensions. This is the problem of the recovery of a
potential in the Schrodinger equation from boundary data (Dirichlet-to-Neumann map)
at xed energy. Practical applications include ocean acoustic tomography and seismic
imaging. We will review global uniqueness, reconstruction and stability results, and in
particular the Lipschitz stable approximate reconstruction algorithm developed in collab-
oration with R. Novikov. The numerical results are based on this algorithm, and they
clearly show how the resolution increases with the energy. This is a joint work with S.
Siltanen and M. Lassas.
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Parallel Session 7 Thursday, May 28 16:00 18:00 in SALI 12

Plamen Stefanov,Purdue University, USA
Francois Monard, Purdue University, USA

This minisymposium on Integral Geometry addresses the reconstruction of functions
from knowl- edge of some integral transform of their values (e.g. weighted integration
over geodesic-like curves, or more generally, submanifolds), with applications to seismic
and medical imaging (e.g. X-Ray CT, SPECT, photoacoustic tomography), Synthetic
Aperture Radar, and connections with boundary rigidity questions and Calderon's
problem. Microlocal methods play an important role in understanding and addressing
the resolution of sin- gularities (i.e. the stability of the inverse problem), and providing
microlocal parametrices as an approach to reconstruct sharp features in images. Ana-
lytic microlocal analysis and most recently, the scattering microlocal calculus have been
used to prove support and uniqueness theorems. On the other hand, geometry methods
based on energy estimates provide uniqueness under explicit curvature conditions.

On the stability of the geodesic ray transform
Sean Holman,University of Manchester, UK

Abstract. In this talk | will discuss stability estimates for inversion of the geodesic X-
ray transform on a non-trapping manifold with boundary. In the case of a simple manifold
such estimates have been known for a long time, but for the more general non-trapping
case, which allows the presence of conjugate points, less is known. | will review recent
attempts to establish such estimates via characterisation of the normal operator as a sum
of FIOs, and highlight the geometric issues which arise.

Applications of tensor and non-Abelian ray transforms
Bill Lionheart, University of Manchester, UK

Abstract.  We consider the transverse ray transform on symmetric rank 2 tensor elds
in three dimensional Euclidean space and give an explicit inversion formula for complete
data and for data for lines parallel to three orthogonal directions. We show how this can
be used to determine the strain in a polycrystalline material using a synchrotron x-ray
source.

We go on to consider the problem of determination of a magnetic eld from neutron
spin tomography data and show that this problem reduces to a non-abelian ray transform
in the plane and that the solution is unique for su ciently smooth magnetic elds.

3. Artifacts in Limited Data Tomography with General Filters

Todd Quinto, Tufts University, USA

Abstract. This includes joint work with Jirgen Frikel, Helmholtz Zentrum Minchen
and Technische Universitdt Mliinchen, Germany.

In this talk | will describe the added artifacts in limited angle tomography with general
Iters, and | will calculate the symbol of the reconstruction operator as a pseudodi erential
operator. This allows us to see exactly when the operator is elliptic. When the operator
is not elliptic, we will see how singularities can cancel. We will also discuss the added
artifacts for limited data reconstructions.

| will also provide a similar analysis for a range of overdetermined problems when the
Bolker assumption is satis ed, exploring added singularities and Iter choices.
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4. The geodesic X-ray transform on Riemannian surfaces with conjugate
points
Plamen Stefanov,Purdue University, USA

Abstract.  We study the geodesic X-ray transformX on compact Riemannian surfaces
with conjugate points. Regardless of the type of the conjugate points, we show that we
cannot recover the singularities and therefore, this transform is always unstable (ill-posed).
We describe the microlocal kernel ofX and relate it to the conjugate locus. We present

numerical examples illustrating the cancellation of singularities. We also show that the

attenuated X-ray transform is well posed if the attenuation is positive and there are no

more than two conjugate points along each geodesic; but still ill-posed, if there are three
or more conjugate points. Those results follow from our analysis of the weighted X-ray
transform. This is a joint work with Gunther Uhlmann and Francgois Monard.
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Plamen Stefanov,Purdue University, USA
Francois Monard, Purdue University, USA

This minisymposium on Integral Geometry addresses the reconstruction of functions
from knowl- edge of some integral transform of their values (e.g. weighted integration
over geodesic-like curves, or more generally, submanifolds), with applications to seismic
and medical imaging (e.g. X-Ray CT, SPECT, photoacoustic tomography), Synthetic
Aperture Radar, and connections with boundary rigidity questions and Calderon's
problem. Microlocal methods play an important role in understanding and addressing
the resolution of sin- gularities (i.e. the stability of the inverse problem), and providing
microlocal parametrices as an approach to reconstruct sharp features in images. Ana-
lytic microlocal analysis and most recently, the scattering microlocal calculus have been
used to prove support and uniqueness theorems. On the other hand, geometry methods
based on energy estimates provide uniqueness under explicit curvature conditions.

Inversion of the attenuated geodesic X-ray transform on surfaces
Francois Monard, University of Washington, USA

Abstract. In this talk, | will present explicit reconstruction algorithms for the attenu-
ated geodesic X-ray transform over functions and vector elds, with applications to CT
and Doppler tomography in media with varying refractive index. Derivations and numer-
ical implementations will be presented in the case of simple surfaces. If time allows, we
will also discuss the case of non-simple surfaces where conjugate points occur at most
in pairs (and not triples), for which recent work by the author with P. Stefanov and G.
Uhlmann shows that all singularities should still be resolved in that case.

X-ray transform restricted on light rays and cosmic microwave back-
ground
Lauri Oksanen, University College London, UK

Abstract. We consider a mathematical model for measurements of cosmic microwave
background radiation and the inverse problem to determine the spacetime from these
measurements. We linearize the problem around the Einstein-de Sitter model, and show
that this leads to a tensor tomography problem along the light rays, that is, we obtain a
limited angle X-ray transform of the perturbation of the metric tensor restricted on light
rays. Then we analyze what type of singularities can be reconstructed from this restricted
X-ray transform. This is a joint work with M. Lassas, P. Stefanov and G. Uhimann.

Injectivity and stability for a generic class of generalized Radon Trans-
forms
Hanming Zhou, University of Washington, USA

Abstract. Let (M;g) be an analytic, compact Riemannian manifold with boundary,
of dimension n 2. We study a class of generalized Radon transforms, integrating
over a family of hypersurfaces embedded iM , satisfying the Bolker condition. Using
analytic microlocal analysis, we prove a microlocal regularity theorem for generalized
Radon transforms on analytic manifolds de ned on an analytic family of hypersurfaces.
We then show injectivity and stability for an open, dense subset of smooth generalized
Radon transforms satisfying the Bolker condition, including the analytic ones. This is a
joint work with Andrew Homan.

162



Minisymposia and contributed talks

4. Energy estimates for attenuated geodesic ray transforms
Mikko Salo, University of Jyvaskyla, Finland

Abstract. We discuss the energy estimates approach for invertibility results for at-
tenuated geodesic ray transforms. The results are formulated in a geometric setting on
Riemannian manifolds, and they apply in any dimension for manifolds with or without
boundary. The main tool is the Pestov identity with a matrix valued unitary connection,
and a typical result shows that the attenuated ray transform with unitary connection
and Higgs eld is invertible if the underlying manifold has negative sectional curvature.
This is joint work with C. Guillarmou (ENS Paris), G.P. Paternain (Cambridge), and G.
Uhlmann (Washington).
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arning Subspaces (Part 1)
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Massimo Fornasier,Technical University of Munich, Germany
Valeriya Naumova, Simula Research Laboratory AS, Norway

In large-scale data analysis and learning as well as in numerical simulations, certain
parameter need to be tuned for optimal performances, measured either in terms of
speed or of result- ing (approximation) quality. Unfortunately, such parameters may
be highly data-dependent and are hardly xed a priori. This begs for the development
of a fast choice rule for the parameters, possibly provided certain low dimensional fea-
tures of the data. These two fundamental steps, identi cation of speci c features of a
certain collection of data and learning the functional model of the parameters based
on the characteristic data features, fall into the general framework of high-dimensional
learning, where a large number of algorithms, from principal component analysis, and
its non-linear (kernel) extensions, to more recent spec- tral embedding and active sub-
space, rely on estimating a linear subspace from samples. In this minisymposium, we
intend to gather prominent experts from several mathematical and engineering elds to
summarize recent theoretical and numerical developments in subspace learning prob-
lem, explore areas of applications from across engineering and mathematical disciplines,
and identify further trends in this research direction.

Geometric Methods for the Approximation of High-dimensional Dy-
namical Systems
Mauro Maggioni, Duke University, USA

Abstract. We discuss a novel statistical learning framework for performing model re-
duction and modelling of stochastic high-dimensional dynamical systems. We consider
two complementary settings. In the rst one, we are given long trajectories of the system
and we discuss new technigues for estimating, in a robust fashion, an e ective number of
degrees of freedom of the system, which may vary in the state space of the system, and a
local scale where the dynamics is well-approximated by a reduced dynamics with a small
number of degrees of freedom. We then use these ideas to produce an approximation to
the generator of the system and obtain reaction coordinates for the system that capture
the large time behaviour of the dynamics. We present various examples from molecular
dynamics illustrating these ideas. In the second setting we only have access to a (large
number of expensive) simulators that can return short simulations of high-dimensional
stochastic system, and introduce a novel statistical learning framework for learning au-
tomatically a family of local approximations to the system, that can be (automatically)
pieced together to form a fast global reduced model for the system, called ATLAS. ATLAS

is guaranteed to be accurate (in the sense of producing stochastic paths whose distribution
is close to that of paths generated by the original system) not only at small time scales,
but also at large time scales, under suitable assumptions on the dynamics. We discuss
applications to homogenisation of rough di usions in low and high dimensions, as well as
relatively simple systems with separations of time scales, and deterministic chaotic sys-
tems in high-dimensions, that are well-approximated by stochastic di erential equations.
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2. Piecewise Data Representation to Learn Manifold and Measures
Lorenzo RosascoUniversity of Genova, ltaly, and MIT, USA

Abstract.  We consider the application of piecewise data representation in the problem of
learning a manifold or a probability distribution supported on it. The methods we discuss
can be seen as a form of dictionary learning imposing a structured sparsity assumption,
which re ects the geometry of the data. Our analysis provides nite sample bounds for the
performance of the proposed methods dealing with to both stochastic and approximation
errors.

3. Generalization Performance of Multi-Task Subspace Learning
Andreas Maurer, Technical University Munich, Germany

Abstract. If the weight vectors for many linear learning tasks are constrained to lie

in a common low dimensional subspace, estimation of this subspace benets from the
larger amount of data available. The talk gives generalization bounds and discusses the
conditions under which multi-task subspace learning can improve over single task-learning.

4. Factor Models for High-dimensional Time Series
Christine De Mol, ULB, Belgium

Abstract. Factor Models are a standard dimension-reduction tool for the analysis and
forecasting of large ensembles of (stationary) time series. We examine whether and how
the subspace generated by the factors can be identi ed when both the numbers of time
samples and time series tend to in nity.

5. On the Convergence Rate and Some Applications of Regularised Rank-
ing Algorithms
Sergei PereverzyevJohann Radon Institute, Austria

Abstract. We study the ranking problem in the context of the regularisation theory
that allows a simultaneous analysis of a wide class of ranking algorithms. Some of them
were previously studied separately. For such ones, our analysis gives a better convergence
rate compared to the reported in the literature. We also discuss the problem of learning
a suitable space for the regularised ranking. Theoretical results are supplemented with
numerical illustrations which are related in particular with the application of ranking to
the problem of estimating the risk from errors in blood glucose measurements of diabetic
patients.

The presentation is based on the results of joint research with Galyna Kriukova and
Pavlo Tkachenko, both from RICAM. The research is supported by the Austrian Science
Foundation FWF.
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Massimo Fornasier,Technical University of Munich, Germany
Valeriya Naumova, Simula Research Laboratory AS, Norway

In large-scale data analysis and learning as well as in numerical simulations, certain
parameter need to be tuned for optimal performances, measured either in terms of
speed or of result- ing (approximation) quality. Unfortunately, such parameters may
be highly data-dependent and are hardly xed a priori. This begs for the development
of a fast choice rule for the parameters, possibly provided certain low dimensional fea-
tures of the data. These two fundamental steps, identi cation of speci c features of a
certain collection of data and learning the functional model of the parameters based
on the characteristic data features, fall into the general framework of high-dimensional
learning, where a large number of algorithms, from principal component analysis, and
its non-linear (kernel) extensions, to more recent spec- tral embedding and active sub-
space, rely on estimating a linear subspace from samples. In this minisymposium, we
intend to gather prominent experts from several mathematical and engineering elds to
summarize recent theoretical and numerical developments in subspace learning prob-
lem, explore areas of applications from across engineering and mathematical disciplines,
and identify further trends in this research direction.

Talks 1. Active Subspaces in Theory and Practice

details:

Paul Constantine, Colorado School of Mines, USA

Abstract. Consider a function of several variables. The function's active subspace is
the span of the rst few eigenvectors from a particular matrix. The matrix is the average
outer product of the gradient with itself. Vectors in the active subspace produce directions
in the function's input space that cause greater change in the function than vectors from
the inactive subspace (the complement of the active subspace). In this talk we will (i)
de ne the active subspace, (ii) analyze a method for computing the active subspace, and
(iii) describe how to exploit knowledge of the active subspace for analyses struggle in high
dimensions, e.g., response surfaces and integration.

166



Minisymposia and contributed talks

2. Spectral k-Support Norm Regularization
Massimiliano Pontil, University College London, UK
Abstract. The k support norm is a regularizer which has been successfully applied
to sparse vector prediction problems. We show that it belongs to a general class of
norms which can be formulated as a parameterized in mum over quadratics. We further
extend the k-support norm to matrices, and we observe that it is a special case of
the matrix cluster norm. Using this formulation we derive an e cient algorithm to
compute the proximity operator of both norms. This improves upon the standard
algorithm for the k support norm and allows us to apply proximal gradient methods
to the cluster norm. We also describe how to solve regularization problems which
employ centered versions of these norms. Finally, we apply the matrix regularizers
to dierent matrix completion and multitask learning datasets. Our results indicate
that the spectral k support norm and the cluster norm give state of the art perfor-
mance on these problems, signi cantly outperforming trace norm and elastic net penalties.

Relevant papers:

A.M. McDonald, M. Pontil, D. Stamos. Spectral k support norm regularization.
Advances in Neural Information Processing, 2014.

C.A. Micchelli, .M. Morales, M. Pontil. Regularizers for structured sparsity. Ad-
vances in Computational Mathematic, 38(3):455-489, 2013.

3. Learning a Set by Kernel Methods
Ernesto De Vito, Universita degli Studi di Genova, Italy

Abstract.  In this talk | will present a new class of learning algorithms, which allow to
estimate the minimal set where the data live on. The main idea is to embed the data,
originally described by vectors inRY into a Hilbert space H by means of a suitable feature
map. By this representation any closed subset oRY is described by a closed subspace
in H. This space is estimated from the empirical data as the linear span of the rst k-
eigenvectors of the empirical covariance matrix. | will present some general results about
the statistical consistency of the algorithm and discuss the role of the zero mean condition.

4. Local Dictionary Identi cation via lterative Thresholding and K-means
Karin Schnass,University of Sassari, Italy
Abstract. In this talk we give conditions when an Iterative Thresholding and K-means
algorithm (ITKM) allows to locally recover a dictionary with K elements from data

following an S-sparse random model, i.e. every signal lies approximately in one of the
'; subspaces spanned b dictionary elements,

y 2 Ujj=s span(fatom;;i 2 | g)

We give an estimate of the maximally possible recovery precisiorl,. depending on the
sparsity level, the similarity between dictionary elements and the noise level. We then
show that if the number of training samples scales a®©(K logK , ) and the initialisation
is within distance O(S 72) to the original dictionary then with high probability the ITKM
algorithm recovers  to precision ¢ ". in O( log( t)) steps.
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Parallel Session 5 Thursday, May 28 09:00 11:00 in AUD XV

Gang Bao, Zhejiang University, China
Peijun Li, Purdue University, USA
Jun Zou, Chinese University of Hong Kong

The minisymposium aims to recent mathematical and computational studies of inverse
problems in optics. It seeks to bring together leading experts in the eld to present
recent developments, promote exchange of ideas, and discuss new directions.

CANCELLED

Inverse Surface Scattering for Elastic Waves
Peijun Li, Purdue University, USA

Inverse Problem for Period Media
Fioralba Cakoni, University of Delaware, USA

Abstract.  We consider the inverse scattering problem for an inhomogeneuos (possibly
anisotropic) periodic media of bounded support with rapidly oscillating constitutive pa-
rameters. As a fundamental tool of our approach we investigate the corresponding trans-
mission eigenvalue problem. We study the homogenization of this non-selfadjoint and
non-linear eigenvalue problem and prove the convergence with explicit rate of the eigen-
values and eigenvectors to the ones corresponding to the homogenized problem. Then
we show that the transmission eigenvalues, which can be determined from the scattering
data, can be used to reconstruct the e ective material properties of the periodic media.

A multiscale model reduction method for wave propagation and its ap-
plications
Eric Chung, Chinese University of Hong Kong, China

Abstract.  Solving inverse problems involving wave propagation requires multiple solves
of the wave equation. In this talk, we will present a new multiscale model reduction
method for wave propagation in heterogeneous media. Our method is based on a con-
struction of some local basis functions capturing the heterogeneities of the medium, and is
de ned on a coarse grid. Thus, it provides an e cient and accurate way to compute wave
propagation. We will also present an application of our method to an inverse problem.
The research work is partially supported by Hong Kong RGC General Research Fund
(Project 400411).
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4. The two-dimensional direct and inverse scattering problems with gen-
eralized oblique derivative boundary condition
Jijun Liu, Southeast University, China

Abstract. Consider the two-dimensional exterior problem for the Helmholtz equation
with a generalized oblique derivative boundary condition. This new boundary condition
leads to some essential di erences for scattering process with classical boundary condition,
such as the symmetric property of the Green function and the reciprocity principle of the
scattering data. Firstly, based on the Lax-Phillips method, we show the unique solvability
of the direct scattering problem and the analyticity of the solution on the wave number.
Secondly, we investigate the Green function and the far- eld pattern for our scattering
model. Finally, we study two inverse scattering problems for which the uniqueness results
are established using our new results for the direct scattering problem. This is a joint
work with Dr. H.B. Wang.
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MA47-11: Inverse Problems in Optics (Part 2)
Scheduled: Parallel Session 9 Friday, May 29 13:30 15:30 in AUD XV

Organizers: Gang Bao, Zhejiang University, China

Peijun Li, Purdue University, USA
Jun Zou, Chinese University of Hong Kong

Description:  The minisymposium aims to recent mathematical and computational studies of inverse

Talks
details:

problems in optics. It seeks to bring together leading experts in the eld to present
recent developments, promote exchange of ideas, and discuss new directions.

1. Quasi-conformal registration for multi-modality image reconstruction
Ronald Lui, Chinese University of Hong Kong

Abstract. Imaging data can be captured by di erent modalities. Di erent modality
imaging acquisition techniques can capture di erent structures of the object. Combining
these images obtained by di erent modalities gives a more informative combined image.
In this talk, | will present how registration models can be applied for multi-modality image
reconstruction, using quasi-conformal theories as a tool. More precisely, | will present two
guasi-conformal registration models, namely, 1. landmark-based QC registration model
and 2. hybrid QC registration model.

2. Four-dimensional X-ray tomography for moving objects

Samuli Siltanen, University of Helsinki, Finland

Abstract. Suppose we have a multitude of source-detector pairs providing X-ray pro-
jection video of a moving object simultaneously from several directions. Then we have
sparsely collected projection data available at several time frames. We add one dimension
for time and implement a modi ed level set method in space-time. Then the continuity

of the level set function provides an automatic regularisation in time. Computational
reconstructions of dynamic objects are presented, based on both simulated and measured
X-ray tomography data. Numerical evidence is promising and shows that the proposed
method produces noise-robust reconstructions with image quality higher than Filtered
Back-Projection or Tikhonov regularisation. The method tolerates very sparsely collected
data.

3. Biosensing with metallic nanoparticles

Faouzi Triki, University of Grenoble, France

Abstract. In this talk we are interested in the reconstruction of a local change in
the refractive index at the proximity of a nanoparticle surface. After introducing the
biosensing model we analyze the uniqueness and stability of the inversion.

170



Minisymposia and contributed talks

4. Travel Time Tomography with Partial Data
Gunther Uhlmann, University of Washington, USA

Abstract. We will consider the inverse problem of determining the sound speed or
index of refraction of a medium by measuring the travel times of waves going through the
medium. This problem arise in several applications in geophysics and medical imaging
among others. The problem can be recast as a geometric problem: Can one determine
a Riemannian metric of a Riemannian metric with boundary by measuring the distance
function between boundary points? This is the boundary rigidity problem. We will also
consider the problem of determining the metric from the scattering relation, the so-called
lens rigidity problem. The linearization of these problems involve the integration of a
tensor along geodesics, similar to the X-ray transform. We will also describe some recent
results, join with Plamen Stefanov and Andras Vasy, on the partial data case, where you
are making measurements on a subset of the boundary.
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Jingzhi Li, South University of Science and Technology, China
Hongyu Liu, Hong Kong Baptist University
Jun Zou, Chinese University of Hong Kong

The mini-symposium intends to bring together leading experts working on numerical
inverse scat- tering problems and their applications to discuss recent developments and
new challenges in this fascinating eld.

Recent developments on numerical inverse scattering problems: An In-
troduction
Hongyu Liu, Hong Kong Baptist University

Solving inverse scattering problems with strong scatterers
Xudong Chen, National University of Singapore

Abstract. A new integral equations (NIE) is proposed, which are transformed from the
original Lippmann-Schwinger integral equation. It can be shown that the NIE can e ec-
tively reduce the nonlinearity of the inverse scattering problem. Equipping the previously
proposed two-fold subspacebased optimization method with such NIE, the new inversion
method is able to solve inverse scattering problems with strong scatterers, like with high
contrast and/or large dimensions (in terms of wavelength) ones. Several representative
numerical tests are carried out, using both synthetic and experimental data, to verify the
e cacy of the new inversion method, which can be also used as benchmarks for other
inversion methods.

Optimization of electrode positions in electrical impedance tomography
Nuutti Hyvonen, Aalto University, Finland

Abstract. Electrical impedance tomography is an imaging modality for recovering in-
formation about the conductivity inside a physical body from electrode measurements
of current and voltage. This work considers nding optimal positions for the electrodes
within the Bayesian paradigm based on available prior information on the conductiv-
ity. The aim is to place the electrodes so that the posterior density of the (discretized)
conductivity, i.e., the conditional density of the conductivity given the measurements,
is as localized as possible. The functionality of the methodology is demonstrated via
two-dimensional numerical experiments.
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4. Inverse Problems of Wave Propagation with Experimental Data: Global
Convergence
Michael Klibanov, University of North Carolina, USA

Abstract.  The vast majority of numerical methods for Coe cient Inverse Problems are
the so-called "small perturbation methods". All such methods are heavily relying on an
a priori knowledge of the so-called "good rst guess" for the solution. That guess must
be located in a small neighborhood of the solution. But then the reasonable question is:
Well, but how do we know that small neighborhood? And also: If we know that neigh-
borhood, why we do not know the solution then? Thus, such a knowledge seems to be
nothing more than a fantasy.

Therefore, the FIRST most important and the most challenging question in a numerical
treatment of a Coe cient Inverse Problem is: How to obtain at least one point in a small
neighborhood of the solution without any advanced knowledge of this neighborhood? In-
deed, as soon as that neighborhood is reached, plenty of conventional methods can re ne
the solution. A numerical method which provides a RIGOROUS guarantee of obtaining
this point is called GLOBALLY convergent. Now, suppose we have a numerical method,
which we have tested on computationally simulated data. However, computationally sim-
ulated data are always generated for idealized conditions. Thus, the SECOND important
question to address is: How do we know that for method works for the realistic case of
experimental data? Indeed, experimental data are usually much worse than simulated
ones. In the past several years (2008-2014) the above two questions were addressed by
the group led by the speaker. They were addressed for coe cient inverse problems of
waves propagation. However, developed methods can also be applied to inverse problems
of di usion. This talk will be devoted to a short overview of those results.
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Parallel Session 3 Tuesday, May 26 13:30 15:30 in SALI 10

Jingzhi Li, South University of Science and Technology, China
Hongyu Liu, Hong Kong Baptist University
Jun Zou, Chinese University of Hong Kong

The mini-symposium intends to bring together leading experts working on numerical
inverse scat- tering problems and their applications to discuss recent developments and
new challenges in this fascinating eld.

On Spectral Analysis and A Novel Algorithm for Transmission Eigen-
value Problems
Jijun Liu, Southeast University, China

Abstract. The transmission eigenvalue problem, except for its critical role in inverse
scattering problems, is of its own special interest due to the fact that the corresponding
di erential operator is neither elliptic nor self-adjoint. Since the problem is non-standard
and non-self-adjoint, investigation of e cient and robust numerical eigensolvers becomes
a critical issue. In this talk, we provide the spectral analysis and propose a novel iterative
algorithm for the computation of a few positive real eigenvalues and the corresponding
eigenfunctions of the transmission eigenvalue problem. Based on the continuous nite
element method, we rst derive an associated symmetric quadratic eigenvalue problem
(QEP) for the transmission eigenvalue problem to eliminate the nonphysical zero eigen-
value while preserve all nonzero ones. In addition, the derived QEP enables us to consider
more re ned discretization to overcome the limitation on the number of degree of free-
doms. We then transform the QEP to a parameterized symmetric de nite generalized
eigenvalue problem (GEP) and develop a secant-type iteration for solving the resulting
GEPs. Moreover, we examine the spectral analysis for various existence intervals of de-
sired positive real eigenvalues, since a few lowest positive real transmission eigenvalues are
of practical interest in the estimation and the reconstruction of the index of refraction.
Numerical experiments show that the proposed method can nd those desired smallest
positive real transmission eigenvalues accurately, e ciently, and robustly. This is a joint
work with Weigiang Huang, Tiexiang Li and Prof. Weiwen Lin.

CANCELLED
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2. An Adaptive Finite Element Method for Reconstruction of the Robin
Coe cient
Yifeng Xu, Shanghai Normal University, China

Abstract. In this talk, we will introduce an adaptive nite element method to recover

the Robin coe cient involved in a di usion system from some boundary measurement.
Unlike the standard approach for direct problems, the relevant a posteriori error estimator

is derived from convergence analysis of the adaptive algorithm. It is proved that the
adaptive algorithm guarantees a convergent subsequence of discrete solutions in an energy
norm to some exact triplet (the Robin coe cient, state and costate variables) satisfying
the optimality system of the least-square formulation with Tikhonov regularization for
the concerned inverse problem. Finally, numerical examples are reported to illustrate
the performance of the algorithm. This is a joint work with Jun Zou at The Chinese
University of Hong Kong.

3. Reconstruction of an impedance cylinder at oblique incidence from the
far- eld data
Haibing Wang, Southeast University, China

Abstract. Consider scattering of obliquely incident plane electromagnetic waves by
an impedance cylinder embedded in a homogeneous background medium. Under some
assumptions, the direct scattering problem is governed by a coupled system of the two-
dimensional Helmholtz equations forxs components of the electric eld and magnetic
eld. In this talk, we are concerned with a corresponding inverse scattering problem,
which is to reconstruct an unknown scattering object from measurement data of thexs
component of only the electric eld. A reconstruction scheme called the linear sampling
method is established with rigorous mathematical analysis. Due to the coupled boundary
condition, some new characteristics appear in our analysis. Numerical examples are also
presented to illustrate the feasibility of the reconstruction algorithm. This is a joint work
with Prof. Gen Nakamura from Inha University.
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M49-I: Plasmonics and cloaking
Scheduled: Parallel Session 5 Thursday, May 28 09:00 11:00 in F26-JUHLASALI

Organizers: Petri Ola, University of Helsinki, Finland
Hyeonbae Kang,Inha University, Korea

Description:  This mini-symposium focuses on the mathematical theory of electromagnetic metama-
terials, especially on plasmonic nanoparticles and on anomalous localized resonance and
cloaking mechanisms. It includes both theoretical results and numerical simulations.

Talks 1. Spectral theory of Neumann-Poincaré operator and applications
details: Hyeonbae Kang,Inha University, Korea

Abstract.  The Neumann-Poincaré (NP) operator is a boundary integral operator which
arises naturally when solving boundary value problems using layer potentials. It is not
self-adjoint with the usual inner product. But it can symmetrized by introducing a new
inner product on H 172 spaces using Plemelj's symmetrization principle. Recently many
interesting spectral properties of the NP operator have been discovered. | will discuss
about this development and various applications including solvability of PDEs with com-
plex coe cients and plasmonic resonance.

2. Anomalous resonance and cloaking: a review
Graeme Milton, University of Utah, USA

Abstract. Here we will review some of the many and interesting results of anomalous
localized resonance and cloaking, including some numerical simulations, and for fun a 5
minute video of movie clips of cloaking (put together by Mary Alexander) will be shown.

3. Cloaking via anomalous localized resonance for doubly complementary
media in the quasistatic regime
Hoai-Minh Nguyen, Ecole polytechnique de Lausanne, Switzerland

Abstract.  Cloaking via anomalous localized resonance (CALR) associated with negative
index materials was discovered by Milton and Nicorovicci for a cylindrical shell in the
two dimensional quasistatic regime and has attracted a lot attention in the scientic
community. Two key gures of this phenomenon are i) the localized resonance, i.e., the
elds blow up in some regions and remain bounded in some others, and ii) the connection
between the localized resonance and the blow up of the power. An important class of
negative index materials for which the localized resonance might appear is the class of
re ecting complementary media. It was showed recently that complementary property
of media is not enough to ensure a connection between the blow up of the power and
the localized resonance. This talk is on CALR for a subclass of complementary media
called the class of doubly complementary media. This class is rich enough to allow us
to cloak an arbitrary source concentrating on an arbitrary smooth bounded manifold of
codimension 1 placed in an arbitrary medium; the cloak is independent of the source. The
following three properties are presented for this class: 1) CALR appears if and only if
the power blows up; 2) The power blows up if the source is located near" the plasmonic
structure; 3) The power remains bounded if the source is far away from the plasmonic
structure. These results are inspired by and imply recent ones of Ammari et al. and Kohn
et al. and extend theirs for general non-radial core-shell structures in both two and three
dimensions.
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4. Plasmon resonances of nanoparticles
Eric Bonnetier, Grenoble, France

Abstract.  We study plasmon resonances of metallic nanoparticles. We show that these
values are the complex eigenvalues of Maxwell's equations that only occur when the di-
electric permittivity of the nanoparticles is negative and when the size of the nanoparticles

d is less than the incident wavelength o, i.e., = d=¢ 1. We prove that the reso-
nances satisfy a nonlinear spectral problem associated to an integral operator de ned on
the boundary of the nanoparticles. Using Fredholm theory and the generalized Rouché
Theorem, we derive the complete asymptotic of the plasmon resonances as the parameter

tends to zero.
This is joint work with Faouzi Triki.
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M49-I1: Plasmonics and cloaking

Scheduled:
Organizers:
Description:
Talks 1.
details:
2.
3.
4.

Parallel Session 8 Friday, May 29 10:10 12:10 in F26-JUHLASALI

Petri Ola, University of Helsinki, Finland
Hyeonbae Kang,Inha University, Korea

This mini-symposium focuses on the mathematical theory of electromagnetic metama-
terials, especially on plasmonic nanoparticles and on anomalous localized resonance and
cloaking mechanisms. It includes both theoretical results and numerical simulations.

Quasi-static Cloaking Due to Anomalous Localized Resonance in R3
Hongyu Liu, Hong Kong Baptist University

Abstract. In this talk, the speaker will present two di erent constructions which ensure
the occurrence of CALR in R® in the quasi-static regime. There may be no core or
an arbitrary shape core for the cloaking device. If there is a core, then the dielectric
distribution inside it could be arbitrary.

Mathematical modeling and analysis of plasmonic nanoparticles
Hai Zhang, Ecole Normale Supérieure, France

Abstract. We propose a framework for mathematical modeling and analysis of plas-
monic nanoparticles. We rst analyze the shift and broadening of the plasmon resonance
with changes in size and shape of the nanoparticles. We then study their scattering
and absorption enhancements. Finally we show that one can achieve super-resolution
and super-focusing by using plasmonic nanoparticles. This is a joint work with Habib
Ammari, Pierre Millien and Matias Ruiz.

On absence and existence of ALR without the quasistatic approximation
Petri Ola, University of Helsinki, Finland

Abstract.  We study the blow up of elds in the presence of negative material param-
eters without the commonly used quasi-static approximation. We give simple geometric
conditions under which w-ALR or ALR may, or may not appear. In particular, we show
that in a case of a curved layer of negative material with a strictly convex boundary nei-
ther ALR nor w-ALR appears with non-zero frequencies (i.e. in the dynamic range) in
dimensionsd 3. In the case when the boundary of the negative material contains a at
subset we show that the w-ALR always happens with some point sources in dimensions
d 2. This is joint work with Henrik Kettunen (Helsinki) and Matti Lassas (Helsinki).

A determination result for an inverse problem in electromagnetism
Juan Manuel Reyes,Cardi University, UK

Abstract. In this talk a uniqueness result for the recovery of the electromagnetic ma-
terial coe cients from partial boundary measurements is shown for the so-called time-
harmonic Maxwell equations. The coe cients are assumed to be known on a neighbour-
hood of the boundary. A density argument for the scalar Schrédinger equation by Gunther
Uhlmann and Habib Ammari [Indiana Univ. Math. J. 53, no. 1 (2004)] is applied to
the vector case. Unlike previous works by Pedro Caro et al. based on the Victor Isakov's
scalar case result, no special geometrical condition is imposed on the inaccessible part of
the domain.

This is a joint work with Malcolm Brown and Marco Marletta from Cardi University.
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CT1: Analysis and Geometry
Scheduled: Parallel Session 1 Monday, May 25 13:30 15:30 in SALI 8

Organizer:  Tommi Brander, University of Jyvaskyla, Finland

Description:  Analysis and geometry related contributed talk session.

Talks 1. Inversion of Riemann-Liouville operatror
details: Gennadi Vainikko, University of Tartu, Estonia

Abstract.  Studying fractional di erential equations it is useful to know which functions
are Riemann-Liouville or Caputo di erentiable. This problem is closely related to the
description of the range of Riemann-Liouville integral operator. We present a precise
description of the range; it contains some surprises. The results are used to analyse the
solvability of Abel equation (with a coe cient function in the kernel) and the convergence

of spline collocation method to solve it.

2. Aharonov-Bohm e ect revisited
Gregory Eskin, UCLA, USA

Abstract.  Consider the Schroedinger equation with magnetic potentialA(x) in domain

with obstacle . In 1959 seminal paper Aharonov and Bohm discovered that even
when magneticeld B =curlA  0in  n o the magneticpotential A(x) makes a physical
impact. This e ect is called the Aharonov-Bohm e ect. In the talk | will describe di erent
approaches to prove the AB e ect using the inverse scattering, inverse boundary value
problems, spectral asymptotics and the direct proof. | also will discuss the electric AB
e ect and the combined electromagnetic AB e ect.

3. Calderén problem for the p-Laplace equation
Tommi Brander, University of Jyvaskyld, Finland

Abstract.  We introduce the p-Calderén problem, which generalises the Calder6n prob-
lem to non-linear p-Laplace equation. The known results concern boundary determina-
tion and detecting inclusions. The key tools are real-valued solutions similar to complex
geometric optics solutions, a Rellich-type identity for the p-Laplace equation and a mono-
tonicity inequality for detecting inclusions.

CANCELLED
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CT2: Applied Analysis

Scheduled:
Organizer:

Description:

Talks 1.
details:

Parallel Session 6 Thursday, May 28 13:30 15:30 in SALI 6
Michael Music, University of Kentucky, USA

Applied analysis related contributed talk session.

Uniqueness in the identi cation of damage in vibrating beams and plates
Alexandre Kawano, University of Sao Paulo, Brazil

Abstract.  Accidents involving big existing engineering structures such as airplanes and
o shore oil platforms can be avoided by inspection and maintenance procedures. In this
talk we analyse the problem of identi cation of damage in Euler-Bernoulli beams and
plates, which are the most important elements in force supporting structures. We show
some results for the identi cation of damage in these elements when the available data are
the displacement of beams and plates in very small spatial sets measured over arbitrary
small intervals of time. The damage in beams and plates viewed as perturbations of
rigidity are modelled in the space of distributions.

Multiple time-dependent coe cient identi cation thermal problems
Daniel Lesnic, University of Leeds, UK

Abstract. Multiple time-dependent coe cient identi cation thermal problems which,

in addition, may involve an unknown free boundary will be investigated. The additional
measurements which render a unique solution are given by the heat moments of various
order together with a Stefan condition on the unknown moving boundary. the nonlinear
and ill-posed problems are numerically discretised using the nite-di erence method and
the resulting system of equations is solved using the Matlab toolbox Isqnonlin applied to
minimizing the nonlinear Tikhonov regularization functional subject to simple physical
bounds on the variables.

Reconstruction of slowly-moving dipoles in an inverse source problem
for a three dimensional scalar wave equation
Takashi Ohe, Okayama University of Science, Japan

Abstract. In this talk, we consider reconstruction method of dipole sources in a three
dimensional scalar wave equation. We assume that unknown dipoles move slowly in a given
simply connected domain, and observe the normal derivative of the wave eld that satis es
the homogeneous Dirichlet condition on the boundary. For this problem, we propose a
real-time reconstruction procedure for locations and moments of dipoles. We show some
numerical experiments to show the e ectiveness of our reconstruction procedure.

Solutions to the Novikov-Veselov equation via the inverse scattering
method
Michael Music, University of Kentucky, USA

Abstract. Using the inverse scattering method, we construct global solutions to the
Novikov-Veselov equation at zero energy for decaying initial data g0 with the property
that associated Schrédinger operatof @ &c) is nonnegative. These results considerably
extend previous results of Lassas-Mueller-Siltanen-Stahel and Perry. Our analysis draws
on previous work of the rst author and on ideas of S. P. Novikov and P. Grinevich. This
is joint work with Peter Perry.
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CT3: Optimization and Regularization

Scheduled:
Organizer:
Description:
Talks 1.
details:
2
3
4

Parallel Session 7 Thursday, May 28 16:00 18:00 in AUD XIV
Sara Soltani, Technical University of Denmark

Optimization and regularization related contributed talk session.

Tomographic Image Reconstruction Using Dictionary Priors
Sara Soltani, Technical University of Denmark

Abstract. We describe a two stage framework for solving the tomographic image re-
construction problem where the prior information for the solution is available in form of
training images. We rst use dictionary learning to incorporate such priors and construct

a dictionary. Then we formulate the reconstruction problem in a convex optimization
framework by looking for a solution with a sparse representation in the subspace spanned
by the dictionary. We clarify the choice and interplay of the model parameters and the
regularization parameters. Finally, we talk about tensor based generalization for learning
multi dimensional dictionaries and the tomographic image reconstruction.

. Fast voxel scoring for 6D X-ray Di raction Tomography

Mirza Karamehmedovi¢, Technical University of Denmark

Abstract. This talk concerns the numerical reconstruction of the position, shape and
orientation of crystalline grains in polycrystals from X-ray diraction data. We present
a fast voxel scoring algorithm that works in the 6-dimensional position-orientation space,
and that is applicable as the rst step in a larger optimisation setup. We validate the
algorithm using synthetic X-ray di raction data.

. Numerical comparison of parameter choice rules using a new web tool-

box
Reimo Palm, University of Tartu, Estonia

Abstract. We present results of numerical comparison of some new or less-used pa-
rameter choice rules (both delta-ruled and heuristic rules), including a new hybrid rule
recently proposed by Raus (see his talk), against well-known rules. The comparison is
carried out in our new web toolbox that allows to investigate the behaviour and accuracy
of rules by graphs and various numerical characteristics, as well as solve own problems
using speci ed rules. The results indicate that new rules have better stability (smaller
failure rate) and better average accuracy than old rules.

. A new heuristic rule for choosing regularization parameter

Toomas Raus,University of Tartu, Estonia

Abstract. We consider Tikhonov method for the regularization of discrete linear ill-
posed problems with noisy data. If the noise level is unknown then for choosing the
regularization parameter some heuristic rule must be used. We present new rule, bal-
anced quasioptimality criterion, which for many test problems performs better than the
quasioptimality criterion. Using the minimizing functions of the quasioptimality criterion,
Hanke-Raus rule and balanced quasioptimality criterion we develop the hybrid rule for
choosing regularization parameter which has the same stability as Hanke-Raus rule and
the same accuracy as the balanced quasioptimality criterion.
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CT4: Imaging

Scheduled:
Organizer:

Description:

Talks 1.
details:

2.

Parallel Session 9 Friday, May 29 13:30 15:30 in SALI 7
Federica Sciacchitano,Technical University of Denmark

Imaging related contributed talk session.

Non-linear di erence imaging approach to electrical impedance tomog-
raphy with modeling errors
Dong Liu, University of Eastern Finland

Abstract. In absolute electrical impedance tomography imaging, a non-linear inverse
problem is solved based on a single data set, while di erence imaging is based on two
measurements of a time-varying target. Absolute reconstructions are usually highly in-
tolerant to modeling errors arising from, e.g., inaccuracies in electrode positions, contact
impedances and boundary shape. Di erence reconstructions are more tolerant to model-
ing errors, but usually only provide qualitative information on the conductivity change.
We propose a novel, non-linear, approach to di erence imaging, and show that it combines
the advantages of absolute and di erence imaging, yielding quantitative reconstructions
which are relatively tolerant to modeling errors.

Convex variational approach for restoring blurred images with Cauchy
noise
Federica Sciacchitano,Technical University of Denmark

Abstract. Image restoration is a challenging task in applied mathematics, since it
generally requires to solve an ill-posed inverse problem. During the years, many variational
models have been introduced to recover blurred images with Gaussian noise, multiplicative
noise and impulse noise. In this talk, we propose a variational method for deblurring and
denoising degraded images with a very impulsive noise, the so-called Cauchy noise. In
order to obtain a strictly convex model, which guarantees the uniqueness of the solution,
a quadratic penalty technique is used. Numerical experiments show that the proposed
approach outperforms the other well known methods.

Fluorescence Microscopy: Deconvolution with Phase Retrieved Point
Spread Function
Christina Brandt, University of Osnabriick, Germany

Abstract. In three dimensional (3D) uorescence microscopy nonlinear optical e ects
such as astigmatism are used in order to obtain information about the third dimension.
Before solving the deconvolution problem, the point spread function (PSF) of the mi-
croscope has to be determined. The PSF is modeled as Fourier transformation of the
product of pupil function and out-of-focus factor. Computing the pupil function from
the measured absolute values of the PSF asks than for solving a phase retrieval problem.
We propose to solve it by computing a sparse solution in terms of Zernike polynomials
because this allows an e ective implementation of the deconvolution problem which is
solved afterwards. We will present numerical results for both inverse problems, i.e. for
the phase retrieval and for the 3D deconvolution.
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4. Finite propagation speed in viscoelastic media
Jeong-Rock Yoon,Clemson University, USA

Abstract.  Elastography is a hybrid imaging technique for early stage cancer detection
taking advantage of interior wave data. In proving the uniqueness of this inverse problem
for purely elastic media, we proposed the "shrink and spread" argument, which combined
the unique continuation principle as a solution of ellliptic equation and nite propagation
speed as that of hyperbolic equation. For the purpose of extending this uniqueness result
to the viscoelastic media (e.g., liver is very viscoelastic), we need these two properties in
that setting. In this talk, the nite propagation speed part is presented along with an
idea of unique continuation counterpart.
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CT5: Imaging and Tomography

Scheduled:
Organizer:

Description:

Talks 1.
details:

Contributed Talks Friday, May 29 08:30 10:00 in AUD XIlII
Andreas Langer,University of Stuttgart, Germany

Imaging and Tomography related topics.

Adaptive Regularization in Image Processing
Andreas Langer,University of Stuttgart, Germany

Abstract. A good approximation of the original image from an observed image may
be obtained by minimizing a functional that consists of a data- delity term, a regulariza-
tion term, and a parameter, which balances data- delity and regularization. The proper
choice of the parameter is delicate. In fact, large weights not only remove noise but also
details in images, while small weights retain noise in homogeneous regions. We present an
algorithm which automatically computes a distributed weight for preserving image details
while still considerably removing noise from homogeneous image regions. It is tested for
reconstruction from partial Fourier-data and for wavelet inpainting, respectively.

Regularization approaches for quantitative Photoacoustic tomography
using the radiative transfer equation
Adriano De Cezaro, Federal University of Rio Grande, Brazil

Abstract. Quantitative Photoacoustic tomography (QPAT) is an emerging medical
imaging modality which o ers the possibility of combining the high resolution of the
acoustic waves and large contrast of optical waves by quantifying the molecular concen-
tration in biological tissue. In this talk, we prove properties of the forward operator that
associate optical parameters from measurements of a reconstructed Photoacoustic image.
This is often referred to as the optical inverse problem, that is nonlinear and ill-posed.
The proved properties of the forward operator provide su cient conditions to show regu-
larized properties of approximated solutions obtained by Tikhonov-type approaches. The
proposed Tikhonov- type approaches analyzed in this contribution are concerned with
physical and numerical issues as well as with a priori information on the smoothness of
the optical coe cients for with (PAT) is particularly a well-suited imaging modality.
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3. Reconstructed Point Based Discretization Method for Image Recon-
struction
Jun Qiu, Beijing Information Science & Technology University, China

Abstract.  The present study aims to introduce a novel discretization method for image
reconstruction and related areas of Inverse problems in computerized tomography. The
pixel-based discretization is currently applied in CT. But it does not take into account
the geometry symmetry of scanning con guration. Di erent from conventional ones, the
reconstructed point based discretization method enhance the accuracy of reconstruction
imaging. Based on the scanning con guration and image resolution under reconstruction,
the Radon transform was discretized to minimize the sampling artifacts. Amid this recon-
structed point based discretization, the projection coe cient was weighted by the distance
from the reconstructed point to the projection line rather than to the intersection. The
sampling error by convolution was thus reduced. Further, this discretization can lead
to faster algorithms implementation due to the application of its symmetric structure.
The projection coe cient is the transformation invariance in this discretization, as well
as the reconstructed point position and the projection line position. This discretization
method has made not only more accurate expression of the physical process and distinct
geometrical meaning, but more instructive rede nition of the projection coe cient, and
more integrated representation with the scanning modes. We proposed a block iterative
image reconstruction algorithm by incorporating the geometry symmetry of the proposed
discretization and projection onto convex sets (POCS) method. Moreover, we introduce
another estimation method of generalized inverse matrix in reconstructed point based the
discretization of direct problem, and imaging algorithms by iterative correction of back
projection coe cient. Experiments demonstrated the performance of the proposed dis-
cretization method, reconstruction algorithm in terms of image resolution, and contrast
and computing expense. It was concluded that this discretization method can improve
the accuracy of reconstruction imaging e ectively, and can also be applied to other image
modalities.

4. A new alternating minimization algorithm for tomographic reconstruc-
tion in hydrokinetics experiments
Linghai Kong, Institute of Applied Physics and Computational Mathematics, China

Abstract.  Flash radiography equipped with CCD-based imagers plays an important role
for studying the dynamical behavior of materials under a shock. We consider the problem
of tomographic reconstruction for radial symmetric components from a single radiography
degraded by blur and noise, which is justied to be non-Gaussian and mixed. A new
regularized alternating minimization approach is proposed by exploiting the Expectation-
Maximization (EM) algorithm, which enables us to adjust adaptively the regularization
terms of weighted high-order cost functions, and the alternating direction augmented
Lagrangian algorithm, which to reduce the notorious staircase e ect. Numerical tests of
the proposed method are also illustrated.
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CT6: Engineering Applications

Scheduled:
Organizer:

Description:

Talks 1.
details:

Contributed Talks Friday, May 29 08:30 10:00 in F26-LS115
Christian Nittinger, University of Munster, Germany

Inverse problems in engineering applications.

Experimental estimation of local heat-transfer coe cient in coiled tubes
with corrugated wall
Fabio Bozzoli, University of Parma, Italy

Abstract. The present paper presents the application of an inverse analysis approach
to experimental infrared temperature data with the aim of estimating the local convective
heat transfer coe cient for forced convection ow in coiled pipe having corrugated wall.
The estimation procedure here adopted is based on the solution of the inverse heat con-
duction problem within the wall domain by adopting the temperature distribution on the
external coil wall as input data of the inverse problem: the unwanted noise in Itered out
from the infrared temperature maps in order to make feasible the direct calculation of its
Laplacian, embedded in the formulation of the inverse heat conduction problem in which
the convective heat transfer coe cient is regarded to be unknown. Preliminary results
are presented and discussed.

CANCELLED

Magnetotelluric inversion with wavelet sparsity regularization
Christian Nittinger, Institute of Geophysics, University of Miinster

Abstract. The magnetotelluric method utilizes natural variations of the geomagnetic
eld to infer the electrical conductivity distribution of the earth's interior. Magnetotel-
luric inversion models are usually regularized with smoothing constraints to outweigh
the under-determinacy of the heavily ill-posed non-linear problem. We present an inverse
scheme that promotes sparsity of the inverse estimate in a wavelet domain. The algorithm
produces sparse solutions that explain the data using a linear L2-L1 solver in a non-linear
gauss-newton like minimization scheme. We present the results of the inversion scheme
applied on synthetic as well as on real magnetotelluric data.
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4. Physics-based reconstruction of 3d instantaneous ow- elds from sparse
velocity measurements
Jan Schneiders,TU Delft, Netherlands

Abstract. In uid dynamics, particle-tracking measurements of instantaneous velocity
are spatially sparse, but well-resolved in time. Recent advances in velocimetry techniques
increased density and volume, but data remains sparse and unstructured. The study
of small scale ow structures requires a smooth, physically-constrained reconstruction of
the underlying ow- eld. In the present work an inverse problem is solved to nd an
instantaneous velocity eld corresponding to time-resolved sparse measurements, and the
Navier-Stokes equations, by formulating a least-squares variational problem. The problem
is solved e ciently with an unsteady adjoint N-S code. Accuracy of the reconstruction is
assessed using both numerical and experimental test cases.
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CT7: Analysis
Scheduled: Contributed Talks Friday, May 29 08:30 10:00 in SALI 12

Organizer:  Fabien Caubet, Institut de Mathématiques de Toulouse, France

Description:  Analytical inverse problems contributed talks session.

Talks
details:

CANCELLED

2. Microlocal analysis of restricted X-ray transforms of symmetric tensor
elds in 3D Euclidean space
Rohit Kumar Mishra, Tata Institue of Fundamental Research, India

Abstract. We consider restricted X-ray transforms of symmetric tensor elds of rank
greater than 1 in 3D Euclidean space. We employ microlocal analysis techniques to study
the recovery of the singularities of the solenoidal part of the tensor eld of any rank from
its X-ray transform. This extends Ramaseshan's work Microlocal analysis of the Doppler
transform on R3," J. Fourier Anal. Appl. 10 (2004), no. 1, 7382, where it was shown
that the curl of a vector eld can be recovered modulo a smoothing term and a known
singular term from the knowledge of its restricted Doppler transform.

3. Shape optimization methods for the Inverse Obstacle Problem
Fabien Caubet, Institut de Mathématiques de Toulouse, France

Abstract.  The aim of our work is to reconstruct an inclusion immersed in a uid owing
in a larger bounded domain via a boundary measurement on the exterior boundary. We
study the inverse problem of reconstructing the obstacle thanks to the tools of shape
optimization by minimizing a shape cost functional. We characterize the rst and second
order optimality conditions in order to make an e cient numerical resolution. Finally, we
present some numerical simulations using a parametric regularization method in order to
con rm and complete our theoretical results.
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4. The eigenvalues function and the inverse Sturm-Liouville problems
Tigran Harutyunyan, Yerevan State University, Armenia

Abstract. Let , = ,(g;; );n=0;12::: are the eigenvalues (enumerated in
the increasing order) of the selfadjoint operatorL (q; ; ); corresponding to the Sturm-
Liouville problem

Y+ q()y=yix 2(0; );q2Lg[0; 1; 2C;
y(0)cos +y°(0)sin =0; 2(0; ;

y()cos +y°()sin =0; 2[0; ):
De nition  The function  of two variables, dened on(0;1) (1 ; ) by formula

(+Kk m)E m (@ )ikim=0;12: &)
called the eigenvalues function (EVF) of the family of operatorsfL(q;; ); 2
(0; 1; 2 [0; )g Thus, every function g from L% [0; ] we map into a function ;
given by formula (2). We investigate the property of this function and we prove that map
q! is one-to-one. In particular, we give the algorithm of constructionq by function ;
which have the property of EVF.
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CT8: Numerics and Reconstruction (Part 1)

Scheduled:
Organizer:

Description:

Talks 1.
details:

3.

Contributed Talks Friday, May 29 08:30 10:00 in SALI 3
Dominik Garmatter, University of Stuttgart, Germany

Numerics and reconstruction related contributed talk session.

Error estimates for exponentially ill-posed problems with impulsive
noise
Claudia Konig, University of Gottingen, Germany

Abstract. We consider exponentially ill-posed equations where the data is perturbed
by impulsive noise, i.e. the perturbation is large only on a small part. Following Hohage,
Werner ( SINUM 52(3), 2014 ), we prove error estimates for Tikhonov regularization with
L!-data tting in terms of the regularization and noise parameters, assuming a variational
source condition and smoothing properties of the forward operator. To verify the latter
assumption, we prove interpolation inequalities in Banach spaces of analytic functions.
The error estimates are applied to the Backwards Heat Equation and to Satellite Gra-
diometry. Numerical simulations show the superior behaviour ofL!-data tting. (Joint
work with T. Hohage and F. Werner.)

Coupling reduced basis methods and the Landweber method to solve
inverse problems
Dominik Garmatter, University of Stuttgart, Germany

Abstract.  Solving inverse problems via iterative regularization methods requires many
(time consuming) solutions of the underlying parametrized partial di erential equation.
The reduced basis method is a model order reduction technique which constructs a low-
dimensional subspace of the solution space. Galerkin projection onto that space allows
for an approximative solution. An e cient o ine/online decomposition allows for rapid
computation of the approximative solution for many parameters. In this talk we study
how to combine reduced basis methods and the Landweber method for solving non-linear
inverse problems.

On an inverse coe cient problem for hyperbolic equation with nonlocal
conditions
Anar Rahimov, Institut Fresnel, France

Abstract. We consider an inverse problem for a linear hyperbolic equation with un-
known coe cient depending on only one independent variable (space or time), under ini-
tial, nal, boundary, and nonlocal (integral) conditions. We propose a numerical method

of solution to the problem, which is based on the use of the method of lines. The initial
problem is reduced to a system of ordinary di erential equations with unknown param-
eters. To solve this system we propose an approach based on sweep method type. All
the necessary computational schemes, formulae, and results of the carried out numerical
experiments will be given in the report. The obtained results show the e ciency of the
proposed approach. Joint work with Kamil R. Aida-Zade.
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4. A Meshless Framework for Full Wave Inversion
Hebert Montegranario, Universidad de Antioquia, Colombia

Abstract.  Numerical solutions of the wave equation are crucial in forward and inverse
seismic problems. In this paper we investigate Full-waveform velocity inversion based on
the acoustic wave equation in the frequency domain, by applying meshless methods for
the numerical solution of wave equation and compare with nite di erence (FD) methods.
Meshless methods show an equal or better performance than FD and (1) they are free
from extensive and costly mesh generation (2) they are suitable to deal with complex
geometries and easily extendible to multi-dimensional problems. Computations show the
correctness of our approach
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Dinh-Liem Nguyen, University of Michigan, USA
Numerics and reconstruction related contributed talk session.

Recovery by nite number of measurements
Amin Boumenir, University of West Georgia, USA

Abstract. We prove that we can uniquely recover the coe cient of a one dimensional
heat equation from a nite set of measurements and provide a constructive procedure
for its recovery. The algorithm is based on the well known Gelfand-Levitan-Gasymov
inverse spectral theory of Sturm-Liouville operators. By using a hot spot, as a rst initial
condition, we determine nearly all except maybe a nite number of spectral data. A
counting procedure helps detect the number of missing data which is then unraveled by
a nite number of measurements. We also show if we have some apriori information on
the potential then we can recover the potential by using at most two measurements. The
same idea extends easily to wave equations.

Prediction of nocturnal hypoglycemia by means of regularized ranking
and collaborative Itration
Galyna Kriukova, Johann Radon Institute, Austria

Abstract.  In this paper we propose an algorithm for preventing nocturnal hypoglycemia.
The algorithm is based on the idea of regularized ranking, but the input data for such a
ranking are preprocessed by means of a collaborative Itration. We illustrate the proposed
algorithm with clinical data and quantify its accuracy by the number of detected nocturnal
hypoglycemic events. Results show that the proposed algorithm gives rather accurate
prediction values.

On the numerical solution of a Cauchy problem for the Laplace equation
in 3-dimensional annular domains by an integral equation method
B. Tomas JohanssonAston University, UK

Abstract.  The classical inverse ill-posed problem of boundary data completion for the
Laplace equation from given Cauchy data is considered. In earlier works, the authors have
developed a simple but yet theoretically sound method for the stable numerical calculation
of the solution to this Cauchy problem in planar domains via singular boundary layer-type
integral equations in conjunction with Tikhonov regularization. In the present work, we
cover a general class of three-dimensional annular domains being such that each boundary
surface can be mapped bijectively to the unit sphere. Numerical results will be presented
to show the e ciency of the proposed method.

Imaging of inhomogeneities in an electromagnetic waveguide
Dinh-Liem Nguyen, University of Michigan, USA

Abstract. We study a mode Itering method for imaging of inhomogeneities in an
electromagnetic waveguide with a rectangular cross-section. The scattering problem can
be formulated using the electromagnetic Lippmann-Schwinger integral equation. For the
forward problem, we show the well-posedness by establishing a Fredholm framework for the
Lippmann-Schwinger integral equation. Relying on the integral equation and an explicit
computation of the Green's tensor of the scattering problem, we form an imaging function
using the time reversal process. Some numerical examples are presented to visualize the
e ciency of the method.
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Regularization of Linear Ill-Posed Problems in Banach Lattices and its
Applications to Di usion Tensor Imaging
Yury Korolev, Queen Mary University of London, UK

Abstract.  Errors in data and the forward operator of an inverse problem can be handily
modelled using partial order in Banach lattices. We present the theory of regularisation in
this novel framework, where errors are represented as bounds by means of the appropriate
partial order. We apply the theory to Diusion Tensor Imaging, where correct noise
modeling is challenging: it involves the Rician distribution and the nonlinear Stejskal-
Tanner equation. Linearisation of the latter in the statistical framework would complicate
the noise model even further. We avoid this using the error bounds approach, which
preserves simple error structure under monotone transformations. (joint work with Tuomo
Valkonen and Artur Gorokh)

Determining White Noise Forcing From Eulerian Observations in the
Navier-Stokes Equation
Viet Ha Hoang, Nanyang Technological Univesity, Singapore

Abstract. We consider the forward problem of the forced 2D Navier-Stokes equation.
The inverse problem is to make inference concerning the forcing, and the initial condition,
given noisy observations of the velocity eld. We place a prior on the forcing which is a
spatially-correlated and temporally-white Gaussian process. Given spatial regularity, the
solution is a continuous function of the forcing. Hence, for appropriately chosen spatial
regularity in the prior, the posterior distribution on the forcing is absolutely continuous
with respect to the prior and is well-de ned, and is a continuous function of the data.
This is a joint work with A. M. Stuart (Warwick) and K. Law (ORNL).

Statistical Methods for Unfolding Elementary Particle Spectra at the
Large Hadron Collider
Mikael Kuusela, Ecole Polytechnique Fédérale de Lausanne, Switzerland

Abstract. We study the high energy physics unfolding problem where the goal is to
estimate the spectrum of elementary particles given observations corrupted by the limited
resolution of a particle detector. This important statistical inverse problem arising at
the Large Hadron Collider at CERN comprises of estimating the intensity function of
an indirectly observed Poisson point process. In this talk, we describe a framework of
statistical techniques based on empirical Bayes estimation and bootstrap resampling for
point estimation and uncertainty quanti cation of this intensity. The performance of the
proposed methodology is demonstrated using both simulations and real particle physics
data.
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4. A Sparse Coding Approach for Inverse Problem in Imaging via Self-
Adaptive Probability Distribution
Xiaoyue Luo, Lin eld College, USA

Abstract. This paper presents a new approach to recover true images from blurred
images, based on sparse coding representation. Sparse coding is a probabilistic modeling
framework that has been used to resemble the neuron model for spatial receptive elds
of simple cells in the primary visual cortex. Under this framework, an image model can
be written as a linear combination of over-complete basis functions. Inspired by this
observation, we use a self-adaptive prior distribution to jointly seek the coe cients of a
sparse representation of the image and the over-complete basis functions. Our approach
is adaptive to di erent imaging problems.
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Comparison of Reconstruction Methods for Phase Contrast Tomogra-

phy

Rasmus Dalgas RasmussefTechnical University of Denmark, Denmark

Abstract.  Classical reconstruction methods for phase contrast tomography consist of
two stages, namely phase retrieval followed by tomographic reconstruction. Methods
that combine these two stages in one regularized optimization problem have recently
been suggested. We examine the novel combined methods using total variation reg-
ularization as the reconstruction algorithm. We compare the combined methods with
the standard two-stage methods based on simulated free-space propagation experiments
with phantoms inspired by materials science. The results show that the novel algorithm
works well, however the combined methods are not always superior to the two-stage
methods in terms of achievable image quality.

A Sparse Coding Approach for Inverse Problem in Imaging via Self-
Adaptive Probability Distribution
Xiaoyue Luo, Lin eld College, USA

Abstract. This paper presents a new approach to recover true images from blurred
images, based on sparse coding representation. Sparse coding is a probabilistic modeling
framework that has been used to resemble the neuron model for spatial receptive elds
of simple cells in the primary visual cortex. Under this framework, an image model can
be written as a linear combination of over-complete basis functions. Inspired by this
observation, we use a self-adaptive prior distribution to jointly seek the coe cients of a
sparse representation of the image and the over-complete basis functions. Our approach
is adaptive to di erent imaging problems.

Parameters identi cation for Abrasive WaterJet Milling process
Vladimir Groza

Abstract. This work is part of STEEP Marie-Curie ITN project, and it focuses on
the identi cation of unknown parameters for AWJM process, represented by a PDE
model. The beam footprints (output) depend on model parameters (input). In this
framework, we propose the identi cation of these model parameters by minimizing a cost
function measuring the di erence between experimental and numerical solutions. We
use automatic di erentiation (Tapenade) for the adjoint computation. Regularization
terms and stochastic e ects have a high in uence on footprints formation and play a
key-role in direct and inverse problems.

Tracking boundary movement and exterior shape modelling in lung

EIT imaging

Ander Biguri, University of Bath, UK

Abstract.  The study analyses shape model mismatch and electrode movement in lung
EIT, in order to compare the extent to which various algorithms tolerate movement,
and to determine if a patient speci c model is required for EIT imaging. Movement
is simulated from a CT-based model, and analysis is performed using gures of merit.
The electrode movement is based on expected values of chest movement and an updated
Jacobian method is proposed to make use of boundary tracking. Results show that the
boundary tracking method is most robust against any movement, but is more expensive
computationally and requires knowledge of the boundary.
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An inverse source problem for a variable speed wave equation with
sources along a path
Justin Tittel tz, Purdue University, USA

Abstract. We consider the problem of an inhomogeneous wave equation, driven by

sources located on a piecewise linear path. We take as our data the solution restricted to

[0;T] , Wwhere is a region containing the sources, assume the velocity of the path is

bounded above by the (minimum) wave speed, and explore the questions of uniqueness,
stability and recoverability. This is joint work with Maarten deHoop.

Asymptotic Expansion of the Solution of a Neumann Problem for
Harmonic Functions in the Half-Space with a Small Cavity
Andrea Aspri, Sapienza, Universita di Roma, Italy

Abstract. | propose to present an analytical study of a problem motivated by the
modeling of physical changes within a volcano. In these elastic models, the caldera
is replaced by a half-space and the magma chamber by a cavity of small dimensions
compared to its depth. Starting from these hypotheses, | intend to exhibit some new
results on the well-posedness and asymptotic expansion of the solution for a simpli ed
model regarding the Laplace equation, with Neumann boundary conditions, using layer
potentials techiniques.

Uncertainty quanti cation in satellite aerosol retrieval
Anu Maatta, Finnish Meteorological Institute, Finland

Abstract. This study aims to improve uncertainty quanti cation in the retrieval of
atmospheric aerosol properties from satellite observations. We characterize the uncer-
tainty related to the aerosol microphysical model selection and the modeling error due
to approximation in the forward modeling. Many inversion methods use pre-computed
look-up tables of simulated signals representing various atmospheric conditions and we
need to choose the most appropriate of those. In addition to Bayesian model selection
and model averaging methods, we use Gaussian processes to characterize the forward
model error.

SWIRLAB a simulator and retrieval code for short-wavelength in-
frared measurements
Jesse Railo,University of Jyvaskyla, Finland

Abstract. SWIRLAB is a Matlab toolbox for modeling short-wavelength infrared
radiative transfer and for retrieving atmospheric properties from measurement data. In
this study we show how SWIRLAB performs with ground-based FTIR (Fourier trans-
form infrared spectroscopy) data measured at Sodankyla, Northern Finland. Traditional
FTIR inversion methods trust well known prior pro le shapes and provide no vertical
information about the atmosphere. Using the so-called dimension reduction method,
combined with adaptive MCMC (Markov chain Monte Carlo) analysis of the posteriors,
we are able to retrieve also a few degrees of information about the vertical structure and
analyze uncertainties on the retrieval results. This is a joint work with Simo Tukiainen,
Marko Laine and Johanna Tamminen (Finnish Meteorological Institute).
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v Regularization methods for ow elds with smooth transitions and
sharp edges
Lena Frerking, University of Mlnster, Germany

Abstract.  We present ideas for variational ow models that combine the abilities to
recover smooth transitions and sharp edges. Our aim is to estimate the intracellular and
extracellular ows of migrating cells. We study regularizers that are composed of TV
and of terms that allow for smooth transitions, e.g. an L2-norm or a higher order term.
The latter leads us to TGV-regularization, which is up to now mainly used for static
models. To enhance the exactness of the recovery, we analyze the e ect of Bregman
iteration on the results and the in uence of di erent norms for the data delity.

v Uniform Penalty inversion of two-dimensional NMR Relaxation data
Fabiana Zama, University of Bologna, Italy

Abstract.  The inversion of two-dimensional NMR Relaxation data requires the solu-
tion of a rst-kind Fredholm Integral equation with separate exponential kernels. We
extend to two-dimensions the Uniform Penalty principle (Borgia et al. J. Magn. Res-
onance, 1998) by proposing an algorithm based on Tikhonov regularization with local
regularization parameters and nonnegative constraints. The local regularization terms
are computed as the ratio between noise norm and a combination of local curvature
and gradient values. The corresponding regularization problem is solved by Projected
Newton iterations. Experiments show better reconstructions of peaks and at areas
compared to Tikhonov regularization with global regularization parameter.

v Geometric theory for the nonlinear problem in quantitative elastogra-
phy
Thomas Widlak, University of Vienna, Austria
Abstract. Recently, inverse problems with interior data turned up, combining one
physical modality with another. The result is the reeconstruction of material parame-
ters (mechanical, electrical, optical) with increased resolution. Several generic stability
investigations have been conducted for such problems, based on the respective linearized
problems. In this poster, the nonlinear least squares problems is investigated for such
problems. The main tool is the geometric theory of G. Chavent. This is applied to
the reconstruction of the shear modulus in quantitative elastography. The nite cur-
vature condition and well-posedness of the Tikhonov regularization are checked. The
theoretical results are illustrated by numerical examples.

u The integrated system of MIT and ECT
Fang Li

Abstract.  Electrical capacitance tomography (ECT) and magnetic induction tomog-
raphy (MIT), are both non-invasive techniques. ECT is sensitive to permittivity in that
the distribution of dielectric of the samples can be detected by it. While MIT is not
sensitive to permittivity but sensitive to electrical conductivity and it is commonly used
to image electrical conductivity of the object under test. In the case of sensing the
object both have metallic and dielectric parts, the combination of ECT and MIT will
be potentially used. Besides, investigating the inverse problem in ECT/MIT will make
the integrated system much easier.
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v Tomographic imaging of forward-scattering objects

Gregory SamelsohnCenter for Advanced Imaging Systems, SCE, Ashdod, Israel

Abstract.  In classical X-ray tomography, it is assumed that the radiation propagates
along straight lines. The same model is usually adopted for optically thin samples in
a variety of emerging imaging techniques. For extended objects, the propagation pro-
cess is much more complicated, since the refraction and di raction e ects can play an
important role. In this situation, using the Radon transform-based procedures leads
to low resolution and strong artefacts in the image, or even makes the reconstruc-
tion impossible. We analyze a new scatter correction algorithm which is based on
approximate propagators describing the high-frequency radiation scattered by ampli-
tude and/or phase-contrast objects [G. Samelsohn, IEEE Trans. Antennas Propagat.
61, 5637, 2013]. The results of simulations show an essential improvement of resolution
and quality of recovered images well beyond the weak scattering regime.

Spread Option Pricing and Model Calibration in Commodity Market
Shih-Hau Tan, University of Greenwich, UK

Abstract. Numerical techniques from Inverse Problem are frequently used in model
calibration in many nancial products. Crude oil is an important commodity in which
spread option can be priced. In order to provide a good forecasting method for pricing
spread option, an e cient ADI method is developed to solve the multi-dimensional
Black-Scholes equation for spread option and to solve related inverse problems in order
to determine important nancial parameters in the model. Numerical results will be
shown and future work will also be discussed.

Inverse Problem with Applications in Computational Biology
Yang Hai, University of Greenwich, UK

Abstract. In this study the fatty acid kinetics in plasma is considered. First, a
mathematical model representing the absorption rate of fatty acids in the human body
.Secondly, the reaction of hydrolysis process in the fatty acids absorption are examined.
These two models are coupled to the reaction-di usion model which is used to describe
the molecule transport at the cellular level. An inverse problem is built to optimise
unknown parameters in the above coupled model by using Quantum Particle Swarm
Optimisation. Experimental data are used for this calibration work.
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Automated Non-destructive evaluation using adjoint techniques
Steven VandekerckhoveKU Leuven, Belgium

Abstract. Non-destructive testing and evaluation (NDT & E) by ultrasonic (or elec-
tromagnetic) waves is very important for the identi cation of material parameters, for
quality assurance and life-time control. New materials or composites, complicated ge-
ometries and higher resolution requirements trigger a need for improved NDT & E tech-
niques and procedures. A priori knowledge and expertise from prototyping are generally
expensive or even unavailable. Numerical eld simulation combined with adjoint-based
optimizing techniques are a exible alternative. In this work, the use of adjoint tech-
nigues is compared to state-of-the-art experimental techniques for retrieving material
parameters in di erent wave propagation problems. The implementation is done using
FENIiCS and dol n-adjoint.

Recovery of second order perturbations of a biharmonic operator from
boundary measurements
Sombuddha Bhattacharyya, Tata Institute of Fundamental Research (CAM), India

Abstract. We show the unique recovery of an isotropic second order perturbation
of a biharmonic operator from full boundary measurements. The same techniques
can be applied for isotropic second order perturbations of a polyharmonic operator
as well. Our work extends a recent work of Krupchyk, Lassas and Uhlmann, where they
showed unique recovery of rst order perturbations of a polyharmonic operator from

full boundary data. Finally, if time permits, we will discuss the case of unique recovery

of non-isotropic second order perturbations of a biharmonic operator from boundary

measurements as well.

Underwater source detection and localization via an incoherent model
Eftychia Karasmani, IACM FORTH and University of Crete, Greece

Abstract.  We consider a sea water with internal waves caused by changes in temper-
ature and salinity. In such environments the sound speed pro le has a range dependent
uctuating part which leads to signi cant uctuations in the acoustic signal recordings
(data). In this work, an incoherent model based on a system of transport equations is
used. Taking into account the cross-correlations of the simulated data and the modal
dispersion caused by scattering, di erent types of cost functions are derived and tried,
in order to detect and localize an unknown number of sources. Inversion for the sound
speed uctuations is also attempted.
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Regularization method for solving a parametric identi cation problem
for self-test measuring device
Natalia Yaparova, South Ural State University (National Research University), Russia

Abstract.  We propose a mathematical model describing the dependence of the tem-
perature on the resistance for self-test measuring device. The model represented as a
system of equations with non-predetermined parameters. To solve parametric identi -
cation problem, the regularization method is used and the error estimates of regularized
solutions are obtained. The proposed method is used for constructing the numerical
method for calculating the temperature values. To model veri cation computational
experiments were carried out. These experiments address both computational and ex-
perimental data. Computational results con rm the stability and the e ciency of the
proposed method to calculate the temperature values.

Data ltering for imaging in strongly scattering media
Michael Apostolopoulos,IACM FORTH and University of Crete, Greece

Abstract. In this talk we consider the problem of imaging multiple re ectors em-
bedded in strongly scattering media. This is a very challenging imaging situation in
which migration of the data without any Itering gives very poor results since the eld
scattered from the re ectors that we wish to image is lost in noise due the multiple
scattering of the waves in the background medium. Di erent Itering methods will be
considered and compared and their quality will be assessed using random matrix theory
techniques. Authors: L. Borcea, G. Papanicolaou, C. Tsogka, M. Apostolopoulos

Numerical assessment of the ROI-CT problem in fan-beam geometries
Tatiana A. Bubba, University of Ferrara, Italy

Abstract. We deal with some algorithms for solving the region-of-interest (ROI)
problem in computed tomography. This is a challenging problem, currently receiving
increasing attention due to the wide range of applications in biomedical imaging. We
consider di erent regularization approaches, also based on shearlets, to solve the related
optimization problem and we compare their pros and cons. The results of extensive
numerical experiments on simulated as well as real data will give some assessments on
the dependence of the nal reconstructions on the ROI's size and position, in the case
of fan-beam CT.

Quantitative simulation and density reconstruction in high-energy X-

ray radiography

Haibo Xu, Institute of Applied Physics and Computational Mathematics, Beijing, PR
China

Abstract.  Numerical radiography using Monte Carlo method is used to study delity

of density reconstruction in high-energy X-ray radiogaphy. A density reconstruction

method for a polyenergetic X-ray and an object composed of di erent materials is pro-
posed. Moreover, a constrained conjugate gradient algorithm and variation regulariza-
tion are applied to determine material edges and density reconstruction of the French
test object. It shows that the method is valid for density reconstruction and energy
spectrum of imaging photons is important in obtaining accurate material densities in
high-energy X-ray radiography.
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u Bayesian inversion approach using surrogate model: application to
eddy-current non-destructive inspection method
Anis Ben Abdessalem French Atomic Energy Commission, France

Abstract.  This paper provides an investigation concerning the application of Bayesian
inversion approach for nondestructive inspection methods. Such problem requires sev-
eral evaluations of the implicit model which increases considerably the computational
requirements. To overcome this di culty, surrogate model using the Least Squares
Support Vector Regression will be used to replace the physical model. This metamodel
will be used to recover the variabilities of the unknown quantities involved in the eddy
current inspection method from sparse signal response measurements and some prior in-
formation. The proposed formulation is detailed and a typical industrial case is analyzed
to demonstrate the potentiality of the Bayesian inversion approach as its robustness.

v Reconstruction of defects via multifrequency topological derivatives
Maria Luisa Rapun Banzo, Universidad Politécnica de Madrid, Spain

Abstract. In this work we propose a non iterative method based on topological
derivative computations to detect structural defects or inclusions (determine their lo-
cation, size, shape, orientation) by combining multifrequency near eld observations of
the total acoustic wave at a few observation points. We will show some numerical tests
illustrating the viability of this technique in di erent situations including the simul-
taneous reconstruction of objects of di erent sizes. Joint work with J.F. Funes, J.M.
Perales, J.M. Vega.

u A nonconvex approach to Robust Face Recognition
Damiana Lazzaro,University of Bologna, Italy

Abstract. Face recognition has been a very active eld of research in recent years,
due to its practical applications in many areas such as biometric identi cation, informa-
tion security, video surveillance, multimedia retrieval, etc. In this work, this problem

is formulated as an inverse linear problem, where training images are used as represen-
tation basis of each test image. Its solution is a structured sparse vector obtained by
minimizing a nonconvex functional, given by the sum of a delity term and of a sparsity
inducing regularization term. We propose to use, for data delity term, a nonconvex
general loss function, especially designed to reduce the e ect of occluded or corrupted
data on the solution, and, for inducing structured sparsity term, a nonconvex nonsepa-
rable function that allows the method to capture during the reconstruction process the
desired nonzero pattern on the solution. The approximate solution of the corresponding
nonconvex challenging minimization problem is then obtained by integrating an iterative
reweighting scheme into a penalization framework and solving the resulting sequence of
unconstrained convex minimization problems by means of the forward-backward split-
ting method. This strategy allows the proposed algorithm to adaptively discover the
desired nonzero pattern of the solution and, at the same time, to reduce the e ect of
occluded or corrupted data.
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v Inverse method for calculating the temperature dependent thermal

conductivity of nuclear materials
Tsvetoslav Pavlov, Imperial College London, UK

Abstract. The proposed method uses experimental thermograms obtained via laser-
ash heating of a disc-shaped sample in combination with nite element analysis and
parameter optimization. The experimental part involves heating samples to a steady
state temperature via two lasers (on the back and front sides) and subsequently subject-
ing the front sample surface to a short laser pulse, resulting in a temperature transient
(thermogram). A thermal camera records the temperature transients at 30 points along
the radius on the rear surface of the sample. The noisy thermograms are ltered via
Fourier lter and a total variation minimization algorithm.,Subsequently, an optimiza-
tion technique known as the Levenberg-Marquardt method is applied, whereby up to
5 parameters (emissivity, heat transfer coe cient and either three constants k, b, c,
representing the thermal conductivity as a function of radius = k + br+ cr? or a
single parameterk representing the local thermal conductivity as part of a local gra-
dient approximation) can be optimized and used as inputs in a nite element software
(FlexPDE). The parameters are changed until the least square di erence between the
numerical and experimental thermograms reaches a minimum. ,The method has been
tested on a graphite sample. The calculated thermal conductivities at each of the 30
radial points correspond to di erent temperatures along the surface of the sample and
thus a temperature dependent expression for thermal conductivity ((T)) is obtained.
The thermal conductivity ( (T)) is within 8% deviation from literature results using
the polynomial functional form and within 10% using the gradient approximation.

Comparative study of a CGO-based reconstruction method and an
iterative Newton-Rhapson method for Electrical Impedance Tomog-
raphy

Ekaterina Sherina, Technical University of Denmark, Denmark

Abstract.  Electrical Impedance Tomography (EIT) is a developing imaging technique
for biomedical and industrial applications. The underlying mathematical formulation for
EIT is known as the Calderdn problem and seeks for the reconstruction of the unknown
electrical conductivity inside a body by means of electric measurements on its boundary.
We compare the performance of two dierent types of reconstruction algorithms for
3D Electrical Impedance Tomography namely the direct method based on complex
geometrics optics (CGO) solutions and the iterative Newton Rhapson method. The rst
method addresses fully the non-linear problem. The second approach utilizes the idea of
Newton Rhapson algorithm for minimizing a regularized least-squares functional. The
numerical reconstruction methods are tested on simulated data for the unit sphere.
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u ldenti cation of a spacewise dependent source in advection-di usion
equation from boundary measured data
Balgaisha Mukanova, Eurasian National University, Kazakhstan

Abstract. Inverse problem of identifying the unknown spacewise dependent source
F(x) in the one-dimensional advectiondi usion equation uy = (D(X)ux)x Vux +
F(X)H(t);(x;t) 2 (0;1) (0;T], from boundary measured concentrationg(t) := u(1;t)

is investigated. Most studies have attempted to reconstruct unknown spacewise depen-
dent sourceF (x) from the nal observation ut (x) := u(x; T), although from engineering
point of view, the above boundary measured data is most feasible one. We propose a
new algorithm for reconstruction of a spacewise dependent sourde(x). This algorithm

is based on Fourier expansion of the direct problem solution with subsequent minimiza-
tion of the cost functional, taking a partial K-sum of the Fourier expansion. Tikhonov
regularization is then used for the obtained ill-posed problem. The proposed approach
allows also to estimate the degree of illposedness of the considered inverse problem.
Relationship between the noise level > 0, parameter of regularization > 0 and
the truncation (or cut-o ) parameter K is then established. New numerical Itering
algorithm is proposed for smoothing of a noisy output data. This is joint work with A.
Hasanoglu.

v Veri cation of a variational source condition for inverse medium scat-
tering problems
Frederic Weidling, University of Goéttingen, Germany

Abstract. This poster is concerned with the classical inverse scattering problem
to recover the refractive index of a medium given near or far eld measurements of
scattered time-harmonic acoustic waves. It outlines a rigorous proof of (logarithmic)
rates of convergence for Tikhonov regularization under Sobolev smoothness assumptions
for the refractive index. This is achieved by combining two lines of research, conditional
stability estimates via geometrical optics solutions and variational regularization theory.

u Propagation-based phase contrast imaging with X-rays from
unigueness theory to nano-scale reconstructions
Simon Maretzke, University of Géttingen, Germany

Abstract.  Owing to its sensitivity to the phase shifts induced by a spatially varying
refractive index, X-ray phase contrast imaging permits to resolve the nano-structure
of quasi-transparent specimen, such as biological cells. The characteristic loss of phase
information in the detection of the transmitted X-rays, however, renders the involved in-
verse problem severely ill-posed. We report a uniqueness result for arbitrary compactly
supported objects and investigate stability. Furthermore, regularized Newton methods
are considered for the reconstruction of experimental data. For tomographic data sets,
we propose an e cient Newton-Kaczmarz method, which exploits tomographic correla-
tions of the recorded projection images to stabilize phase retrieval.
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